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The HESS project is a major international experiment culygrerformed in gamma astronomy.
This project relies on a system of four Cherenkov telescepabling the observation of cosmic
gamma rays. The outstanding performance obtained so faeiRlESS experiment has lead the
research labs involved in this project to improve the emgs8ystem: an additionnal telescope is
currently being built and will soon take place within theyioeis telescope system. This telescope
is designed to be more sensitive to the detection of low gneagdicles than the others, leading to
an increase of the number of collected particle images.isictimtext which is tightly constrained
in terms of latency, physicists have been compelled to demigadditionnal L2 trigger in order
to deal with a huge amount of data. This trigger aims at selgémnages of interest (ie. gamma
particles) and rejecting all other events that are assatitatnoise. Contrary to classical methods
that consist of strong cuts based on Hillas parameters, aope an original approach based on
artificial neural networks. In this approach, collectedrdseare first handled by an intelligent
preprocessing level whose purpose consists in applyingesi@ransformation algorithms. In
a second step, a basic neural network ensures the classificdtevents within three classes
(gamma, muon and proton). Several types of preprocessuh¢hair associated neural classifier
will be considered and compared in this presentation ingeyfmecognition capabilities.
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1. Introduction

Neural networks [1] have successfully been implemented in a wide vafiagyptications and
have demonstrated their efficiency compared to other classical techiigpatern recognition
and classification. One interesting field in which neural techniques harediea great interest is
the triggering of particles in physics experiments [2]. The triggering aagra@onsists in taking a
decision according to a specific event. Due to the promising results obtaimelibal networks in
this context, it has seemed interesting to explore this specific solution in the BHEHSENnergy
Stereoscopic System) experiment [3].

The HESS experiment is based on the atmospheric Cherenkov techréguieigh energy cos-
mic ray hits the atmosphere, it creates an extensive air shower by interadtiaine atmosphere.
This phenomenon is known as Cherenkov light. The HESS experimenstomsstudying this
light in order to detect gamma-rays. This experiment, based in Namibia, bascbélected data
since 2003 and keeps on delivering highly interesting results and demtimgtthat the field has
entered a new era. The current HESS system (phase 1) is compdeed ti2m diameter imaging
Cherenkov telescopes, arranged on a square of 120m side. Eacopeldeatures a 10mirror
area and contains 960 photomultipliers tubes (PMTs). By combining the infiommaf, at least
two telescopes, at the same time, the system makes intensive use of thesfgcemsproach. The
HESS system is designed for the detection of particles of high enerdpQGeV).

According to the huge amount of data to be collected, a trigger system cethpbtvo levels
is integrated in the HESS experiment: a level 1 (L1) and a central triggeh &trigger system
is useful to keep the relevant events on-line in order to exploit them af-lirhe L1 consists in
removing isolated pixels within an image by applying basic thresholds. Thesks pie typically
due to noise. The central trigger allows to perform time correlation betwikdineatelescopes:
interesting data of each telescope are sent to the central trigger. Ifaleerelevant data from
at least two telescopes at the same time, the event is stored for futureeoiffalige analysis and
source reconstruction.

After more than a year of observation about twenty sources have ledected with an un-
equalled significance and an angular resolution that allows a fine studgtesfded source mor-

phology.

2. Second phase of the HESS proj ect

The outstanding performance obtained so far in the HESS experimentiithe iesearch labs
involved in this project to improve the current sensitivity of the existing sy$tgma Very Large
Cherenkov telescope (VLCT) of 24m diameter is currently being built aifidake place in the
center of the previous telescope system. The VLCT will reduce the etteghold in stereoscopic
mode allowing to collect more photons for a shower at a given energyll fuwction in a mono-
scopic mode for lower energies. Moreover, the VLCT camera will also beovep: 2048 PMTs
instead of the 960 PMTsof the previous telescopes. All these improveméhtomiribute to a
better sensitivity of the HESS system. The quality and the reconstruction gathma parameters
will thus be improved. The HESS2 experiment will upgrade the HESS1 iemest by:

e adding a new HESS2 event class (energies from 10GeV to 50GeV wilbeawllected),
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e increasing the sensitivity of the existing telescope system for energra$GeV to 100GeV,
e improving the resolution for energies upper than 100GeV.

Moreover, in order to increase the sensitivity and thus obtain the bdstipances, the PMT
trigger threshold will be reduced. In this context, the quantity of data to bected by the VCLT
will drastically increase. A simulated trigger rate of 2.5kHz is expected hiegaip to 20kHz
for the trigger worst conditions. The trigger rate associated with the hogeirat of data to be
processed on line ( 240GBauds in approximativelyd0has led the collaboration to propose a
new efficient trigger scheme composed of three levels: two trigger levélarft L2) and a central
trigger.
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Figure 1: Trigger system in HESS-II

The figure 1 describes the function of the trigger system. Data coming freroatmera are
stored in an analog memory (SAM) allowing the storage of the entire image.rdtigdadata are
also sent to the level 1 trigger (L1) which as the same structure as in HEBfssllevel aims at
taking a decision regarding the nature of the event. It notably generairarg signal indicating
whether a specific event has to be kept (L1Accept) or rejected (LEBejéthe L1Accept signal
is valid, the complete image is stored and converted to a serie of digital datse dat are stored
in a FIFO until a new L2Accept/L2Reject signal coming from the level 2 tnidf@) decides to
keep or reject this event. In parallel data are sent to the PreL2 step thingstholds the images at
three energy levels. The image is then sent to the L2. The L1 and L2 dec@sienespectively and
approximately expected at a 100KHz and 5KHz rate.

3. A pattern recognition issue

In the HESS2 experiment, the observations to study consist in the signafuradronic or
electromagnetic showers on the telescope. Three types of particles hbeediscriminated :
gammas, muons and protons. In this context, the interesting particle type is gardmauans
or protons may be considered as observation noise. The nature of inifigesaccording to the
incident energies and to the impact distance. Examples of particle’s sigaaite depicted in
figure 2. Images to be processed by the L2 are provided by a Prell2aledeare composed of
2048 pixels, each of these coding in three different energy levels.
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Figure 2. Gamma (1-4), muon (5-6) and proton (7-8) images of diffeegmgrgies.

3.1 Classical approach

This pattern recognition issue is often treated by efficient algorithms that tagxtracting
geometrical information from the particles. Astrophysicists generally paréimple thresholds on
the images according to physical characteristics in order to isolate interesénts. They usually
compute Hillas parameters [5] and apply cuts on the obtained results. Thefidkesalgorithm is
to adjust a bi-dimensional ellipse on the image according to the particle sigiisterdéigure 3).
Parameters such as the center of gravity (CoG), length, width, sugees and ther angle are
computed and presumably contain all the useful information. According tpditemeters values,
the particles are classified in the three different classes : gammas, mubpotons.
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Figure 3. Overview of Hillas parameters

Since Hillas parameters constitute an efficient way of discriminating betwerticlgs, it
has seemed appropriate to extend theses concepts by consideringezorsjistems that are also
known as effective classifier and that have shown rather impressswdts in quite similar prob-
lems. A new trigger system based on a neural network architecture melsdbe envisaged.

3.2 Neural solution

The proposed neural L2-trigger scheme is detailed in figure 4. It is ceagpof two main
blocks: the neural classifier and its associated preprocessing tltisam@ed in the next sections.
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Figure4: Level 2 trigger system

3.2.1 Preprocessing

In the neural network context, preprocessing is a major and inescagiapldts role consists
in applying more or less complex transformations on input data in order to reelgetivork in its
classification task. The main role of preprocessing is generally to redeaBrtfensionality of the
problem by extracting significant information from the input data and thdsae the size of the
neural network. Moreover, the learning process is also drastically siatpbfhce the number of
examples to furnish (which is exponential according to the number of pteeshés also reduced.
Nevertheless, one the most significant drawback of such prepnogass$ies in its relative com-
plexity and it is often necessary to perform an efficient compromise batthescomplexity of the
neural network and its associated preprocessing.

The envisaged preprocessing is divided into three steps:

e Removing isolated pixels: In the L2 trigger context, images coming from the eamay
contain several isolated pixels, typically due to noise. These pixels have tenboved
in order to obtain the most representative image of the particles. A prefiltalyogithm
consists in applying a mask on all pixels of the image and keeps relevaration.

¢ Rejecting data that may not be relevant for the classifier : Some of the bidgsters in the
images are smaller than 4 pixels. Since a classifier can not make a decisionetith ®w
information, these clusters are automatically rejected.

e Extracting the most interesting features of the image: This third step consistisantang a
region of interest (Rol). A statistical study on the available data set fugnstihat 99% of
the particles may be contained in a window of 21*21 pixels. The biggest chistee image
is located in the image and inscribed in this window after a centering step. Kutless
a problem persists with circular images that cannot be inscribed in this diga.issue
has basically been circumvented by taking into consideration only partial giathe whole
image (typically arcs of a circle).

3.2.2 Neural network

The structure of the neural network is a simple multi-layer perceptron (MlifR)441 inputs
corresponding to the pixels of the Rol presented before, 1 hiddendage® outputs corresponding
to the three types of particles to identify (gammas, muons and protons). Egeh neuron features
a TanH activation function that ranges between -1 (rejected) andelsat). Since outputs are
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continuous, only the maximum of the three values is retained and corresfmtite particle to be
identified.

The selected image patterns are respectively composed of 2000 gam®@asn@déns and
2000 protons in the learning base and the remaining data are distributedcebdtveetesting and
the validation base. The events of the learning base are randomly chrodenentire data set.

3.3 Reaults

A comparison between the presented approaches are described in.BabRe3ults are ex-
pressed in terms of gammas recognition rate and muons or protons rejetzion ra
The applied thresholds for the Hillas approach follows this procedure:

e if CoG < tthen the eventis recognized as a gamma patrticle.
e if CoG>=tanda < 20 deg then the event is recognized as a gamma particle,
e otherwise the event is rejected.

t is a parameter adjusted according to the data set. This parameter hashbsem io order
to accept the maximum of gamma patrticles while rejecting the maximum number of mudns a
protons. It has been fixed to 0.5.

Gamma| Muon | Protn
Neural solution| 80% 75% | 75%
Hillas filter 60% 56% | 37%

The obtained results show that the neural solution performs a better clatssifithan the
Hillas algorithm. 80% of the gamma patrticles are correctly classified. The rejeeti® on muons
and protons patrticles is also significantly better with the neural solution. eTtessilts are en-
couraging and demonstrate that the neural approach constitutes assutakernative to classical
methods as a L2 trigger.

4. Conclusion

The classical Hillas approach is usually utilized by the astrophysicists asgertigglution.
Unfortunately, the cuts performed on the results often reject too much gaamies. The neural
approach, which has already shown efficient results in other phygiesiment as [2], constitutes
an interesting solution. Moreover, this type of algorithms may be easily implemientedl-time
on hardware as shown in [6]. This seems particularly interesting sincedcegsing time in the
HESS2 experiment is tightly constrained : OnlyuElare available to make a decision at L2. In
this context, it is envisaged to explore other preprocessing solutions tgagbkeinto account the
intrinsic nature of the collected images. One field of investigation could cansesfploiting the
geometrical properties of the particles in order to help the classifier innparfg its task.
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