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of the Compact Muon Solenoid (CMS) Experiment are descrilbed techniques are based upon
the use of pre-computed projected cluster shapes or “teéegilaA detailed simulation called
Pixelav that has successfully described the profiles ofetasneasured in beam tests of radiation-
damaged sensors is used to generate the templates. Altllo&igbconstruction technique was
originally developed to optimally estimate the coordisai€hits after the detector became radia-
tion damaged, it also has superior performance beforei@tiad. The technique requires a priori
knowledge of the track angle which makes it suitable for #@ad in a two-pass reconstruction
algorithm. However, the same modest angle sensitivitynallthe algorithm to determine if the
sizes and shapes of the cluster projections are consisténth& input angles. This information
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simulate hits from a radiation damaged detector in the CMihefsoftware.

Vertex 2007: 16th International Workshop On Vertex Detecto
24-28 September 2007
Lake Placid NY, USA

*Speaker.

(© Copyright owned by the author(s) under the terms of the @e&ommons Attribution-NonCommercial-ShareAlike Licen http://pos.sissa.it/



A new technique M. Swartz

1. Introduction

Hybrid pixel detectors are now coming into widespread usbe@CERN Large Hadron Col-
lider (LHC). Although they function similarly to strip detrs, they also differ in some significant
ways and these differences affect the hit reconstructigordhms. One significant difference is
that the pixel cells are not capacitively coupled. Theredscaupling matrix to understand and
therefore the charge sharing is caused entirely by chariection and induction effects in the
detector substrate. Another difference is that the twoedisional clusters contain hit position
and track angle information. The fine sampling of the clustaables new possibilities in signal
processing that can suppress the deleterious effectsgef telta rays. Because the new genera-
tion of pixel detectors are “n+ in n” devices, they colleaatons and must cope with potentially
large Lorentz drift effects. This fact implies that the ussiéicon strip reconstruction technique
based upon the integral of theg-distribution” [1] does not completely self-calibrate €tle is an
unknown integration constant) and requires additionabcation. The new generation of pixel
detectors at the LHC will be exposed to much more radiatiam threvious generations of silicon
tracking detectors. The resulting space charge and sigpdihg effects will modify the responses
of these detectors significantly during their operatioifatimes. A reconstruction technique that
can account for changing detector response is clearlyat#sir This talk describes a new hit re-
construction technique [2] that has been developed forittet getector [3] of the Compact Muon
Solenoid (CMS) Experiment [4]. The technique also providiévalidation information and can
be adapted to re-weight simulated clusters to account éatian damage.

2. Pixd Clusters

The deposition of charge by a track having angieand 8 with respect to the locat- and
y-axes of a barrel module is shown in Fig. 1. The primary traggadits approximately 25,000
electron-hole pairs per 300m of track length more or less uniformly in thedirection. For
highly inclined tracks, about 12,500 pairs are depositeglich 150um wide pixel column. The
n-in-n sensors collect electrons which have a large Lorantge ¢ 23° at 150 V bias [5]) in the
4 T magnetic field of CMS. The charge from the larger localde sif the sensor typically drifts by
more than a pixekx-width into the adjacent row of pixels producing clustershvthe typical shape
shown in Fig. 2. The track projection is shown as the dashddime on the cluster. Note that
the track center, shown as the cross, is contained in a aedioes not have enough charge (the
threshold is approximately 2.5k electrons) to trigger gadout. The primary ionization process
produces large fluctuations in charge along the track. Aaldhmecome clear from the following
discussion, any pixel signal larger than the most probaiwefor a full track-traversal of the pixel
does not contain useful position information. Energetitadeys often cross pixel cell boundaries
causing strong charge correlations between adjacent pellsl and sometimes causing unusual
cluster shapes.

The single most important feature of pixel clusters is thatshape of th&-projection of the
cluster is independent of theposition of the hit and thg-size of the cluster (independent of the
angleB). Similarly, the shape of thg-projection of the cluster is independent of thosition
of the hit and thex-size of the cluster (independent of the angle This x-y factorization is a
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Figure1: Geometrical and Lorentz-driftinduced in charge sharing fflipped” pixel barrel module.

consequence of the facts that the field configurations inittedspdon’t couple the two coordinates
except perhaps in the corners of the cells where there arkt 2/Dafocusing effects and that the
pixels have a periodic structure. This property of the sysieheavily exploited by the standard
CMS reconstruction algorithm [6] and by the template alidponi described in this note. They sum
thex- andy- charge projections of the two-dimensional clusters agat tthe projections or profiles
independently. Thg-profiles for a large sample @ = 15° tracks that were measured from several
test sensors are shown in Fig. 3. Note that the unirradiatesios (fluenc& = 0) has a rectangular
profile with well defined edges. The average signal in theimtixels of the projection is constant
as expected. These (projected) pixels contain no precsiéigroinformation. A simple analysis
shows that if one assumes that the statistical uncertamgysignalks(y) is proportional to,/s, then
the uncertainty on the parameterdy, is given by the following expression,

s(y)

oy=C ds/dy

2.1)

wereC is a constant. This suggests that most of the position irdiion is contained in the smaller
signals near the cluster edges where the slope is largeser ivfadiation to fluencab = 8 x
10 neq/cn?, charge trapping causes the cluster to have a bias-vaitegendent shape. Note
that although charge is preferentially lost from the “faritleof the cluster, the interior pixels now
contain position information. A summary of the key featunéthe pixel clusters follows:

e The shapes of- andy-projections of the two-dimensional pixel clusters aresjpendent.

e There is no precise position information in very large piggjnals. Once the maximum
signal is exceeded, one only learns about the likelihoothefgetic delta ray emission (still
useful information).

e The best position information is contained in the small pstgnals near the cluster ends.

3. Standard Reconstruction Technique

The standard technique for the reconstruction of pixel thigd is implemented in the CMS
offline software (CMSSW) is an “eta-like” technique thatsifiee signals in the first and last pixels
of the x and y cluster projectiorPé//{. The use of the first and last projected pixel charges reduces
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Figure 2: Cluster shape for the barrel hit showrFigure 3: Charge collection profiles for
in Fig. 1. The signals in each pixel are given irl25x125um? test sensors illuminated by a
kiloelectrons. Those shown in green are below th@ = 15° test beam. An unirradiated sensor (flu-
readout threshold. The track projection is showance® = 0) is compared with a heavily irradiated
as the dashed red line. The andy-projections sensor (fluence = 8 x 10 neq/cn?) operated at
are also shown as one-dimensional arrays. The cgeveral bias voltages.

ordinates of the boundaries between the first and
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the sensitivity of the procedure to delta ray emission wiiebomes quite likely in long clusters.
The reconstructed hit coordinates in each projection asnddy the following expressions [6],

Xe+x  P—PE Wg(cota) Ay

_ 3.1

Yee = T TR T 2 2 3.1)

View — yr+y  R-F 'ngf(COtB) LY (3.2)
rec 2 P+ PY 2 2 '

where:xg . andyg . are the coordinates of the first/'second and last/nextstogixel boundaries
(defined in Fig. 2)W andWeyff are the total charge widths in the end pixels (defined beland,
Ay andAy are the maximum Lorentz-drift in the andy-directions. Note thaf\, vanishes in the
pixel barrel but is non-zero in the pixel endcaps. The effeatharge widths in the end pixels of
the two projections are given by the following expression

Ri(cota) = |T cota + Ay — (XL — X¢) (3.3)

itch!. + pitch!
Wi (cotB) = [T cotB +Ay| — (Y. — V) ~ pitchf + pitch/

5 (3.4)

where: T is the sensor wafer thickness, and p,{tﬁ_hare the pitches of the first and last pixels in
the y-projection. These expressions are valid for all clusteenehose that contain the double-
size pixels that are present at the edges of the readout. chitps use of the average pitch size
to approximaté/vgfr makes it insensitive to the track direction and appropfiatehe first pass of

a two pass hit reconstruction algorithm without sacrificmgch resolution. Problems do arise,
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however, when equations 3.1 and 3.2 are used to reconsitsigh la radiation damaged detector.
After an exposure of & 104 neg/cn??, the residual distributions develop biases of 30¢50 and

the resolutions are significantly worsened. To overcomedtuhfficulties, a new technique that
uses a priori information to fit the entire projected clustespes was developed. It is based upon a
detailed simulation that was developed to interpret séba@m test measurements. The following
sections describe the simulation and the new simulati@edaeconstruction technique.

4. Pixelav Simulation

The detailed sensor simulation, Pixelav [8], incorpordtesfollowing elements: an accurate
model of charge deposition by primary hadronic tracks (inipalar to model delta rays) [9]; a
realistic electric field map resulting from the simultane®@olution of Poisson’s Equation, carrier
continuity equations, and various charge transport modeisestablished model of charge drift
physics including mobilities, Hall Effect, and 3-D diffwsi; a simulation of charge trapping and the
signal induced from trapped charge; and a simulation otmeic noise, response, and threshold
effects.

Several of the Pixelav details described in [8] have chargjjeck they were published. The
commercial semiconductor simulation code now used to gémerfull three dimensional electric
field map is the ISE TCAD package [10]. The charge transporukition originally integrated the
position and velocity equations which required very smipssizes to maintain stability. It was
modified to integrate only the position equation by usingfthle-saturated drift velocity,

ar M [qé+wHE X §+qu2ra<é.§>é]

== - (4.1)
dt 1+ p2rg(B|2

wherep (E) is the mobility,q = +1 is the sign of the charge carrit,is the electric fieldB is the
magnetic field, andy is the Hall factor of the carrier. The use of the faflaturated drift velocity
permits much larger integration steps and significantlydases the speed of the code. A final
speed enhancement results from the implementation of imdagiep sizing in the Runge-Kutta
integrations using the Cash-Karp embedded 5th-order igaérjll]. Pixelav was developed to
use the vector (SIMD) processing on the PowerPC G4 and G3i¢snof processors. A port to
the less capable Intel SSE architecture has recently be&rmped. Early testing indicates that the
speed of the ported code running on a 2.8 GHz Xeon is approeiyna0% of the speed achieved
on a 2.5 GHz G5 processor.

The simulation was originally written to interpret beamttdata from several unirradiated
and irradiated sensors. It was extremely successful intdlsis, demonstrating that simple type
inversion is unable to describe the measured charge doteptofiles in irradiated sensors and
yielding unambiguous observations of dogpkaked electric fields in those same sensors [12].
In these studies, charge collection across the sensor gkmeasured using the “grazing angle
technique” [13]. As is shown in Fig. 4, the surface of the sestsor was oriented by a small angle
(15°) with respect to the pion beam. Several samples of data weeted with zero magnetic field
and at temperature 6f10°C. The charge measured by each pixel alongytigection sampled a
different depthz in the sensor. Precise entry point information from the bé&agescope was used
to produce finely binned charge collection profiles.
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Figure 4: The grazing angle technique for determining charge catiegirofiles. The charge measured by
each pixel along thg direction samples a different deptlin the sensor.

The charge collection profiles for a sensor irradiated to enfte of® = 5.9 x 10 neq/cm?
and operated at bias voltages of 150 V, 200 V, 300 V, and 45G\pasented in Fig 5. The mea-
sured profiles are shown as solid dots and the Pixelav-sietlifarofiles are shown as histograms.
They are compared with Pixelav simulations based upon tetral field produced by a tuned
two-trap model [12].
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Figure 5: The measured charge collection profiles at a temperaturel6fC and bias voltages of 150 V,
200V, 300V, and 450 V are shown as solid dots for a fluence®&3.0'* neq/cn?. The two-trap double
junction simulation is shown as the solid histogram in edoh p

The simulation describes the measured charge collectofiigs well both in shape and nor-
malization (the charge scale of the data is uncertain at@¢ l&vel). The apparently unphysical
“wiggle” observed at low bias voltages is actually the signa of a doubly peaked electric field
having a minimum near the midplane of the sensor and maxintfeeat+ and p+ implants. The
relative signal minimum neay = 700 um corresponds to the minimum of the electric figld
componentE,, where both electrons and holes travel only short distabeéxre trapping. This
small separation induces only a small signal on theside of the detector. At larger values yf
E, increases causing the electrons drift back into the minimunere they are likely to be trapped.
However, the holes drift into the higher field region nearphieémplant and are more likely to be
collected. The net induced signal on theside of the detector therefore increases and creates the
local maximum seen negr= 900 um.

5. Template Reconstruction Algorithm

The template-based reconstruction algorithm is a proeethat translates pre-stored cluster
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projection shapes, also called “templates”, across medstiuster projections to find the best
fit and hence an estimate of the hit position in both x and y. FPhxelav simulation is used to
generate the templates which are stored as functions af ant cof3 along with large quantities
of auxiliary information in a template object. The followirsections describe this procedure.

5.1 Motivation

One of the original motivations for the template-based metroiction algorithm was the real-
ization that radiation damage would significantly change ¢harge sharing functions of the de-
tector during large portions of its useful life. Any recamstion algorithm that was not tunable
would become biased and non-optimal as the detector ageghdémmotivation was the observa-
tion [shown in Fig. 3] that the interior pixel signals in tixg@rojections of long barrel clusters would
acquire position sensitivity as the detector ages. Thant&tal” algorithm uses only the end pixels
of the projections which is nearly optimal before aging betdmes less so after irradiation. The
implementation of an algorithm that uses all of the (pradgtpixel information was an obvious
choice. Since Pixelav had demonstrated that it could dess¢hie behavior of a heavily irradiated
detector and since we had demonstrated that we could tuhddbeription, it seemed obvious to
base a more capable algorithm on the detailed simulatiois. lels numerous advantages in imple-
mentation over a purely data-driven approach. Once thdelbtsimulation has been tuned, it can
generate cluster shapes, predict resolutions, and prgeideness-of-fit normalizations for a large
range of track angles and cluster charges independentiherf detector subsystems and their state
of operation (ie alignment). In effect, Pixelav becomesadftigare test beam” replacing the very
limited pixel beam test data available.

5.2 First Pass Template Generation

The template algorithm requires a-priori knowledge of thaigrted cluster shapes as func-
tions of cota, cotf, and the hit position. This information is extracted fron®80-event samples
simulated by Pixelav at fixed track angle and random hit ositThe charge distributions of the
samples manifest significant Landau tails due energetta d&y emission. Since delta-rays distort
the cluster shapes, the template generation proceduzestiinly those events having less than the
average cluster chard@ayg. This retains approximately 70% of the (asymmetricdibktributed)
sample and yields an accurate determination of the prajedtester shapes as caused by the ge-
ometrical, charge drift, trapping, and charge inductidiea$. Note that the determination of the
average cluster shapes is quite insensitive to the exagt wdithe cluster charge requirement.

The template generation is done in two passes. The first pasegsing is described in this
section and the second pass is described in section 5.5idxhe first pass, the andy-projections
of simulated clusters corresponding to fixed track anglesaeraged into respective 7-pixel by 9-
bin and 21-pixel by 9-bin arrays. By construction, the dtrpxel is labelled as pixel 0 in both
projections. The simulated x and y coordinates of the hiteaeh binned in bins of width 0.125
pixel pitch. The bins are chosen so that the middle bin isecedton the pixel center and the
end bins are centered of the pixel boundaries. This yieldsi® $panning the pixel 0 where the
end pixels differ by a full pixel pitch as shown for tlyeprojection in Fig. 6. The average signal
profile for all hits in each bin is stored in the 7-pixel or 2ikgd direction of the arrays. A template
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entry therefore consists of the average siﬁé’i in each projected pixdl and binj at fixed a
andf angles. The-templates derived from simulated samples correspondingitradiated and
heavily irradiated (fluence = 6 x 10Mneq/cm?) cotf = 1.97 samples are shown in Fig. 6. Note
that trapping reduces the projected signals but producparaptly larger clusters from charge
induction. The application of the 2500 electron readoueghold actually reduces the observed
cluster size.
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Figure 6: The signal averageﬁfj of 13 of the pixels in thg-projection of cof3 = 1.97 barrel clusters for
each of 9 bins in the y hit position. They are shown for uniiaszt and heavily irradiated sensors ((fluence
® = 6 x 10¥neq/cn?).

The same procedure is also used to calculate the expected&ﬁﬁ’éof the average signals.

The As‘fjx for the unirradiated cq@ = 1.97 sample are plotted vs the projected signals in Fig. 7.
The signal/rms points for pixels from either side of the tdugprojection are shown as different
colors. The signals from the “near” side, the side with thertdr carrier drift path to the readout
chip, are shown as red points. The signals from the “far”,dioke side with the longer carrier drift
path, are shown as blue points. The two sets of points areifilegpendent functions of the form

A5} = \fa b+ o7 + A7)+ et (5.1)

where a-e are constants. The best fits to the near and faraige shown as red and blue solid
curves in Fig. 7. Note that there are essentially no diffeesnbetween the cluster ends for an

unirradiated sensor and that the RMSs scale dominanma‘%é 04/9%. The same information
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is shown for the irradiated sensor in Fig. 8. Note that thaulaitions of the far end are significantly
reduced by charge trapping and that the scaling&?ffx is approximately linear ilfﬁ’f/jx.
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Figure7: The rms versus signal for tlyeprojected Figure8: The rms versus signal for tlyeprojected
pixels of the unirradiated cft= 1.97 sample. The pixels of the coff = 1.97 sample irradiated & =
signals from the near side, the side with the shortérx 1014neq/cmz.The signals from the near side are
carrier drift path to the readout chip, are showshown as red points and the signals from the far
as red points. The signals from the far side, thgide are shown as blue points. The solid curves are
side with the longer carrier drift path, are shown abest fits to equation 5.1.

blue points. The solid curves are best fits to equa-

tion 5.1.

An identical procedure is applied to tikeorojection of each cluster at each set of track angles.
As was discussed in Section 2, the shapes okthmjections are independent of ¢gband depend
upon cotr only. The normalization of the projectaesignals does depend upon gohowever, the
fitting algorithm discussed in Section 5.3 is insensitivehinormalization. Therefore, a single set
of x-projections spanning the relevant range inacad sufficient to fit all clusters. The predicted
RMS uncertainties of the signals do depend uporB¢cdtowever, they do so in a scalable way.
This is shown in Fig. 9 where the rms and averaggignals are plotted for three values of Bot
corresponding to the three values of pseudorapidity 0.5, 1.5, and 2.0. The best fits for the
near and far cluster endsmt= 2.0 are scaled by the factqy'Qavg(17)/Qavg(2.0) and shown as the
dashed i§f = 1.5) and dottedr§f = 0.5) curves. It is clear that a single set of rms functions can be
scaled to other values of g8t The actual implementation of thetemplate interpolation makes
use of this property.

The first pass of the template generation algorithm prod@elem templates in both x and
y; 5-parameter descriptions of therms andy-rms functions for both near and far ends of the
clusters; the average charQ@gyq; and maximum signals for the andy-projections S, andShax
These are stored in individual files for each each set of teaxghes. The barrel track angles are
chosen to sample thecluster lengthT cotf in 0.25 pixel increments from 0 pixel$)(= 0) to
11.5 pixels § = 2.5) [it was found that coarser 0.5 pixel sampling lead to péation errors and
resolution loss at the 5% level for the worst cases (midwawéen the points)]. Since displaced
vertices produce acceptance tailsjte- 2.9 and the long clusters in this region are very expensive
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Figure 9: The rms and averagesignals are plotted for three values of Botorresponding to the three
values of pseudorapidity: 0.5, 1.5, and 2.0. The best fittHemear and far cluster endsrat= 2.0 are
scaled by the facto{/Qavg(17)/Qavg(2.0) and shown as the dashegl£ 1.5) and dottedf = 0.5) curves.

computationally, coarser 0.5 pixel sampling was chosem fitd.5 to 18 pixely-cluster lengths.
The coto values are chosen to sammté = a — 11/2 in 0.075 radian increments from -0.225 to
0.225 radians in the barrel.

5.3 Second Pass Template Generation: Reconstruction Algorithm

The second pass of the template generation uses the pee-sésults of the first pass to apply
the actual template reconstruction algorithm to the sante slmples used to generate the 9-bin
templates. The second pass generates information on b@asas, corrections, and goodness-of-
fit that are combined with the results of the first pass to baididt8 kB ascii template summary file
that represents a given set of operating conditions as atatiby Pixelav.

5.3.1 Philosophy and Strategy

A simple description of the template algorithm is that inskates and fits the pre-tabluated
projected cluster shapes to the measured projections loflaga clusters to estimate the best hit
position. This is a loaded statement because the measgmralshave large fluctuations caused
by delta rays. The delta rays also produce strong correliimthe fluctuations of adjacent pixels.
A correct statistical treatment involves considerablémézal complexity. Luckily, one can appeal
to the observation made in Section 2 that the hit positionrinfition is contained primarily in
the small signals. Large signals carry no precise inforomadind are also likely to involve the
large fluctuations that complicate any analysis. The uséefldw Q events to make the 9-bin
templates avoided the effects of the fluctuations on the khapes. Similar advantages in
the reconstruction of the entire sample can be achievednuyirig the size of individual pixel
signals. The analysis in Section 5.2 also produced expesitgdl rms’s. These are obviously
highly biased quantities that apply only to the smaller aignthose that carry position information.
However, they are appropriate weights in the definition ohigguare function that compares the
measured cluster shapes with the template shapes. To heaidinplexity of correlations between
projected pixel neighbors, a simple diagonal chisquaretfon is defined. A diagonal chisquare

10
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function cannot be correctly normalized even for clusteith wuncated pixel charges, however,
the goodness-of-fit criterion can be approximately nornealito account for the deficiencies of the
approach. This is a somewhat academic discussion becaagettormance of the algorithm is
guite insensitive to the weighting of projected pixel sigria the chisquare function.

Finally, one should note that the template reconstructigorahm makes the implicit as-
sumption that there is prior knowledge of the track diretti@fore the algorithm is invoked. The
algorithm is therefore suitable for a second pass to refiaeegimates of hit position and its un-
certainty. This is not a major constraint because of the fgigimularity of the pixel detector and
the relatively large spacing between pixel planes. Any Rpldine pixel-based reconstruction algo-
rithm should be able to establish a sufficiently accurate@dge of the track direction to achieve
the full resolution of this algorithm.

5.3.2 Description of the Template Algorithm

The following is a description of the template algorithm. eTteader should note that the
template-based approach implicitly incorporates all ef tblevant detector physics into the tem-
plates themselves. Lorentz drift manifests itself as agedfin the projected cluster shapes with
respect to bin number. Non-uniformity of the Lorentz drifodifies the shapes of the templates.
Charge loss and trapping makes them asymmetric. This imiieg although the templates them-
selves depend upon which projection is being analyzed,dluabprocedure does not depend upon
the projected direction. The following description apglte the general reconstruction of a pixel
cluster. Not all steps are needed for the second-pass tenmulzcessing. The differences between
these cases are noted.

Preliminary Template Processing: The first step is to interpolate the templates and auxiliary
information in cotr and coB. Simple linear interpolation in cgt is used for ally-related quan-
tities. Thex-template is interpolated linearly in amtonly whereas othex-related quantities are
interpolated in both cat and cof3. Parameterized quantities are not interpolated untit #fe2en-
tire function has been evaluated at each §catotf3) point. The interpolation step is unnecessary
for the second-pass template processing because theitedufisrmation was prepared during the
first-pass processing.

The 9-bin templates in x and y are shiftedh{ and+2 pixels to span the 5 central pixels of
the cluster for the possible locations of tkeandy-hit coordinates. This is illustrated in Fig. 10
for the unirradiated-template shown in Fig. 6. The resulting templates now hdvbids so that
bins 4, 12, 20, 28, and 36 correspond to hit positions at théece of pixels -2, -1, 0, 1, and 2,
respectively. The templates are also padded with zerosctedse their lengths to 25 pixels in 'y
and 11 pixels in x to match the size of the working buffers usetbntain the cluster data.

Preliminary Cluster Processing: The total charge of the two-dimensional input cluster is cal
culated before the individual pixel charges are truncated maximum size given by the angle-
interpolated value o8hax. After this truncation (also called “decapitation”) stejpe 1-D projec-
tions Piy/ * are calculated. These working buffers have lengths 11 ind@&nin y to accommodate
the following processing procedure. Any double pixels aqeaaded to occupy 2 adjacent ele-
ments in the projection arrays where each contains one h#iedotal double-pixel charge. The
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Figure 10: The signal averaggj of 13 of the pixels in the-projection of cof8 = 1.97 unirradiated barrel
clusters for 27 of the 41 bins in thehit position after shifting the 9-bin template Byl and+2 pixels.

first and last pixels of the projections are identified anddlusters are shifted to center them in
the projection arrays (the shifts shyjft are stored for later use). A set of double pixel flags is also
shifted to track the locations of the expanded double pixetese flags are then used to modify the
interpolated templates by replacing the contents of theesponding adjacent single pixels by their
average value. The entire procedure of replacing a singibldepixel with a pair of half-signal
single pixels has exactly the same pull in the final chisqaadysis as would have a single entry

for a double pixel in the limit that the rms uncertainty on el signalsAP’/* scale as,/P"/*,
Note that the second-pass template processing assumed thiaels are single size.

A key idea in the template-based algorithm is the recognitimat there is important infor-
mation in the absence of information. Since the readout ishgero-suppressed, all pixels at the
periphery of a cluster must have signals less than the réakiasholdPy,;,. To force the fitting
procedure to recognize this fact, the two pixels adjacestth end of of the projected clusters are
set equal tdy,n/2 and they are assigned uncertainfigg,/2. These four “pseudo-pixels” improve
the resolution of the algorithm. The use of doubled pseugelp helps to ensure that misaligned
clusters and templates always have large values of chisgwan when the input clusters are small.

Initial Chisquare Minimization: The basic goal of the procedure is to translate the expected
cluster shape until it best matches the observed clustpeshihis is shown in Fig. 11 where the
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y-projection of a cluster is shown as the set of magenta datéspdVe note that the signal at pixel
+2 falls below the readout threshold and is replaced by angpseudo-pixel. The basic cluster
shape, encoded in 1/8 pixel bins is shown as the blue higtogtais clear that translating the
cluster to the left by 2/8 bins would produce much better exgrent and suggests that true hit is
likely to be at -2 bins in pixel 0. To allow for less than petfs@nal height calibration, we allow
the overall normalization of the template or of the data tatfld his is accomplished by evaluating
the following chisquare function for some or all of the teatplbins,

(R - N/
(AP_Y/X)Z
I:,y/x y/x

N = Py/x /Z Py/X
where the projected pixel uncertainti&@iw X are calculated using equation 5.1 from the pre-stored
parameters and interpolated in aoand cofB if appropriate (not needed in second-pass template
generation). The actua® minimization search can be performed in several ways thaaetoff
speed for robustness. The slowest and most robust searclategequation 5.2 for each of the
41 bins and finds the absolute minimum. A faster and still seaiternative is to limit the search
to the central 25 bins if there are no double-pixels at thesaridhe projected cluster and to use
the central 33 bins if there is an end double-pixel. Stiltdavut having slightly less than optimal
resolution is to search every fourth bin for a minimum anchttee expand the search just to the
second nearest neighbors to find another minimum and themetodarest neighbors of until a
group of 3 consecutive bins has been evaluated and a mininstablished. This minimization
scheme is roughly four times faster than the slowest onedtigsron the smooth parabolic shape

of the x2 function. It works well for most clusters with single-sizixgls but must be started at the
finer step size for those with double-size pixels.

X2 =y (5.2)

Position Estimation for Single Pixel Projections. The procedure described to this point is ap-
plied to all cluster projections and always results in the timber and value of the chisquare
minimum. For single pixel cluster projections, the chisguealue is stored and a simplified po-
sition estimation is performed. The reconstructed pasitibthe hit,yrec Or Xec, is determined by
correcting the position given by the pixel center for theteging step (shift,) and for the bias
D’l'% where the subscript indicates single and double pixelsratgig

Yrec = Ypix — Shifty — Di (5.3)

The bias is determined from the average residual of all axa-plusters during the second-pass
template generation. It is also calculated separatelyifales double-pixel clusters by merging
adjacent rows and columns of the Pixelav events. This is datietwo adjacent pixel pairings
to span all possible situations. The bias calculation aatmmlly corrects single pixel clusters for
Lorentz-drift and for bias caused by radiation damage wbahcause two-pixel clusters to become
single pixel clusters. The same procedure is also useddoletd the rms spreads in hit residual for
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Figure 11: They-projection of a cluster is shown as the set of magenta datdasparhe signal at pixel +2
falls below the readout threshold and is replaced by a greendo-pixel. The basic cluster shape, encoded
in 1/8 pixel bins is shown as the blue histogram.

single pixel clustersﬁ\’l'é’;. These can differ significantly from the usual produc(Iﬂ)*l/ 2 and the
pixel pitch because single pixel clusters often occur onlimited regions hit position depending
upon incident track angles and Lorentz drift. The unceti@snon the reconstructed pixel hits,

andoy, are taken to bA{ 12 andAf 120 respectively, for one-pixel projections.

Note that the quantitie@’l’% andA’l’% are interpolated in cg and cotr in ordinary hit pro-
cessing whereas they are actually generated during sgassdtemplate processing.

Position Estimation for Multiple Pixel Projections. For multiple pixel projections, the bin
number of the chisquare minimum is used to seed a two-bimpiok&tion calculation to refine
the knowledge of the chisquare minimum in terms of a contisuparameter. This is done by
defining the bins adjacent to the minimum bin as biaadh as is shown in Fig. 12. The chisquare
function is then redefined in terms of a linear combinatiotheffunctionss);* ands/;". For sim-
plicity, we drop thex/y superscripts from the quantities and then express theudnisdunction for
each projection as

{R—N[(1-1)S) +rSs]}°
x2 = Z A2 I h (5.5)

|
_ SiR(Sn—S1)/AR? 3RS, /AP — 3 P?/AP? 5 S (Sh — S)) /AP
SiP?/BP? 3i(Sin— §1)2/AP? — [3i R(Sin — S.1) /AP
whereN is a common normalization factor ands a dimensionless ratio that is bounded by 0 and

1 and determines the position of té minimum between the centers of binandh. The resulting
estimates of the hit position are given by the following egsions,

r

(5.6)

Yrec = Yoin[l] 4T (Ybin[N] — Ybin[l]) — shift, (5.7)
Xrec = Xpin[l] 4T (Xoin[N] — Xpin[l]) — shifty (5.8)
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whereypin[i] andxyin[i] are the x and y positions of bin The templates corresponding to bins
andh for the example shown in Fig 11 are shown as the blue solid emdiashed histograms in
Fig. 13. Itis clear that a something close toraa 0.5 combination of the templates will yield the
best fit.

Template y—fit

Siy
15000 [
— = Sin
_, 10000} M
o |
=] |
&0 |
ol
n I
bin| bin h
_—
| | Y 5000
N
9o eeooeeooeeeeeeeseoeeeooeeoes I
91011|12(13[1415|1p [17|18[19]2021[22[23/2}4(25 26(27]28[29/30(31 3 I
|
. . . - 1 1 _:L. 1
pixel -1 pixel O pixel 1 0 i 2 o 2 n
minimum 2 Pixel #

Figure 12: The definition of bind andh for the Figure 13: The templates corresponding to bins
example shown in Fig 11. andh for the example shown in Fig 11 are shown
as the blue solid and red dashed histograms.

Residual Corrections: The second template pass also generates and stores finahdiagso-
lution information for each set of track angles and charge I actual operation, the means of
the residual distributions are interpolated in the tracles and are used to correct the final posi-
tion estimates. The interpolated rms widths are used tmasdi the uncertainties of the position
estimates. This choice includes any non-Gaussian tailsiibg be present and represents a better
estimate of the true resolution than the Gaussian fit paemet

Chisquare Probabilities: The second-pass of the template generation stores thegaseshthe
minimumy- andx-chigsquare functions for later use in the calculation afdjwess-of-fit probabil-
ities. This single parameter is adequate to reproduce thalatistributions.

5.4 Performance

Unfortunately, very limited beam test data are availabtdtie final pixel geometry and read-
out chip. All of the available data were collected at nornmaidence or near normal incidence so
that all clusters have one or two pixel sizes. Thereforectiwacterization of the template algo-
rithm depends almost entirely upon simulated data. Theeatrformance of template algorithm
was studied by reconstructing large samples clusters gekby Pixelav with random positions
and track angles. This work is summarized in Section 5.4Her@ are a number of effects that
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are more easily studied with the full CMSSW simulation thathwhe standalone code. These
include the effects of double-size pixels, the effects déd®r edges, and the effects secondary
particle production upstream the pixel sensors. Theseiaoeigbed in Section 5.4.2. The pro-
duction of secondary particles yields cluster shapes tigainaonsistent with the track angles and
reconstructed hit coordinates that are not well correlat#l the position of the primary track.
These can be suppressed by the use of the goodness-of-finatfon generated by the template
algorithm. This is discussed in Section 5.4.3. The readeuldmote that all of the resolution plots
shown in Section 5.4 are root-mean-square (rms) quantitidsnclude the effects of tails.

5.4.1 Native Performance

The performance of the template algorithm is compared vhith of the standard algorithm
by plotting the rmsy- and x-residuals for a sample of reconstructed barrel clustenemg¢ed by
Pixelav as shown in Fig. 14. The residuals are plotted agibume of pseudorapidity for the two
cluster charge@) bands 15 > Q/Qayg > 1 ( 30% of all clusters) and + Q/Qayg ( 70% of all
clusters). The clusters were simulated for an unirradiptegical sensor (includes focusing effects
near the n+ implants) operated at 150 V bias. The rms residual used to measure the effects
of non-Gaussian tails on the performance of the algorithWste that the template and standard
algorithms perform similarly in the lower charge band whitds less delta-ray activity. Near
n = 0, the projected/-clusters consist of single pixels and have poor resolutidearn = 0.5,
they-projections consist of two-pixel clusters and theesolution is quite good. It then worsens at
largern where the template algorithm has approximately 10% bettmlution. The-resolutions
for the lower charge band improve with increasimgand increasing)). The algorithms perform
comparably at lown and diverge a bit at largg where the template resolution is about 20%
better than the standard resolution. In the larger charge ldere there is increased delta-ray
activity, the template algorithm has significant advansageer the standard algorithm at nearly all
pseudorapidities.

The two algorithms were also compared using a Pixelav-géeegrsample of clusters from a
heavily irradiated physical sensob = 6 x 10% neq/cm?) operated at 300 V bias. A calibrated
template is used to reconstruct these events. The Loraiftaised by the standard algorithm is
reduced from 12Jum to 75.3um to account for the higher operating bias and the loss ofgehar
sharing caused by trapping. The resulting rms residualplateed versus) in Fig. 15 for the
cluster charge bands5> Q/Qayg > 1 and 1> Q/Qayvg. We note that the resolutions of both algo-
rithms are degraded, but template algorithm is less affget®git was designed to be). In particular,
the standard algorithm develops langedependent bias in thgdirection after irradiation which
is reflected in the significant degradation of faeesolution. The template algorithm has a much
smaller intrinsic bias that is automatically corrected.

5.4.2 Performancein CM SSW

The template algorithm was also tested using samples ofewgth six 20 Ge V muons gener-
ated by the CMSSW simulation. Special templates correspgrid the simpler sensor physics in
the CMSSW simulation were generated using a highly simgliélectric field map that is uniform
and does not include focusing effects near the n+ implanthoAgh the CMSSW simulation has
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Figure 14: The rmsy-residuals (a) and-residuals (b) of a sample of reconstructed barrel clusterthe
template (blue) and standard (red) algorithms are plotesius pesudorapidity for the cluster charge bands
1.5 > Q/Qavg > 1 (dashed lines) and 2 Q/Qavg (solid lines). The event sample is generated by Pixelav
and models an unirradiated detector operated at 150 V bias.
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Figure 15: The rmsy-residuals (a) and-residuals (b) of a sample of reconstructed barrel clusterthe
template (blue) and standard (red) algorithms are plotesus pesudorapidity for the cluster charge bands
1.5> Q/Qayvg > 1 (dashed lines) and 2 Q/Qayg (solid lines). The event sample is generated by Pixelav
and models a detector with significant radiation-damaye-(6 x 10'* neq/cn?) operated at 300 V bias.

a simplified model of the sensor physics, it does correctlgehthe geometry of the entire track-
ing system and the spatial distribution of vertices. Thelwg®n of the pixel tracking system is
affected by the presence of double-size pixels at readopthdundaries and by the sensor edges.
Additionally, the CMSSW simulation includes showering by primary charged particles as they
transit the detector.

This problem is illustrated in Fig. 16 which shows the CMS8®verated cluster charge distri-
bution for 10 0.25-slices of pseudorapidity. The chargéribistions for primary muons are shown
in red and black and the charge distribution for secondaggteins is shown in magenta. Edge
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clusters appear as muons with low cluster charge and becareprominent in the larger-bins.
The secondary electrons are present in all slices but atieydarly pronounced at largg where
they comprise nearly 20% of all hits. The presence of recocistd secondary clusters on tracks
is somewhat smaller but still comprises approximately 6%itsf in the largest) slice. To help
suppress the secondary clusters, the template code star@snaum chargeQmin for each cofl
entry. If the cluster charge if found to be less ti@nin, a flag is set. This allows the rejection or
flagging of highs, low-charge clusters with no loss of efficiency but does ngipsess the low-
n secondaries. A more powerful discriminant based upon tamgrobabilities is discussed in
Section 5.4.3.
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Figure 16: The charge distribution of clusters (not necessarily tamdociated) in 10 slices gffor primary
muons (red/black) and secondary electrons (magenta) freample of CMSSW-generated muon events.

A comparison of the template and standard algorithms dpgrain a sample of CMSSW-
generated clusters with all effects is shown in Fig. 17. Tins resolutions in the two charge
bands are shown in the standard algorithm (red lines), thelte algorithm (blue lines), and the
template algorithm after the low charge clusters have beoved with a simple charge cut (green
lines). Note that the template algorithm still outperforthe standard one with all effects present
and improves further when the low charge clusters are rethove

5.4.3 Cluster Shape Information

The template algorithm was designed to use the a-priortelishape information generated
by Pixelav to optimize the resolution of the hit reconstimtt As part of the process, it minimizes
the chisquare function defined by equations 5.2 and 5.5. dlksprovides information that can
be used to test the compatibility of the observed clustepehavith the shapes expected for the
input track angles. In order to interpret the minimum chaguinformation, the simple charge-
bin-dependent one-parameter description discussed in8é&c3.2 was implemented. These are
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Figure 17: The rmsy-residuals and-residuals of a CMSSW-generated sample of standard- angldaésn
reconstructed barrel clusters are plotted versus psepiddsefor the cluster charge band$> Q/Qavg > 1
and 1> Q/Qavg The red curves show the standard algorithm, the blue csives the template algorithm
and the green curves show the template algorithm after theval of the low charge clusters. Note that the
green and blue curves are coincident for tre>3 Q/Qavg > 1 band.

interpolated in the track angles and are applied to the probh the usual way to estimate the
chisquare tail probabilities in each projection,

Profy, = 1— r()?y?/x/z, Xow/2) (5.9)

where: T is the incomplete Gamma functiop(l_gf/x is the expected average of the distribution, and
Xf/x is the minimum determined from the template algorithm.

There are two distinct uses for the goodness-of-fit inforomatThe first is to validate that the
cluster is likely to have been produced by the transit of princharged particle. It was shown
in Section 5.4.2 that some of the clusters observed in the ®MSimulation are produced by
secondary showers. These can have the wrong cluster chasgapme and should not be included
in reconstructed tracks. The template probabilities arseduli tool to reject these. The second
application is to test the compatibility of the cluster wille track angle hypotheses. In principle,
this could be a powerful constraint in track seeding ands$sudised in Section 5.6. In either use
case, it is essential to understand the fraction of clusistdo they- or x-probability requirements.
These inefficiencies are estimated from a large sample el&®ixlusters and are plotted as func-
tions of the base 10 logarithm of the minimum probability ig.FL8. The inefficiencies arising
from the clusters with large delta ray activity in the larfgeisarge bandQ/Qayg > 1.5, are shown
as dashed curves. Since these events comprise only 4.5%erftine sample, itis clear that poorly
measured events with large delta rays are disproportignagmoved by reasonable values of the
minimum probabilities. Furthermore, as one might expeeemithe factorization of thg- and
x-projections, the inefficiencies associated witlandx-probabilities are largely independent. The
total inefficiency of separatgprobability andx-probability requirements is quite close to the sum
of the inefficiencies of the individual requirements.

The utility of a minimum probability requirement is illusted in Fig. 19 which shows the same
CMSSW-generated cluster charge distributions that weogvshin Fig. 16 after the application
of the requirements Prob- 1073, Proly > 1073. We note that the secondary electron induced
clusters are eliminated at largeand are suppressed at smakerThe low charge distribution of
edge clusters is also removed. The particular probabiiuirements shown in Fig. 19 are not
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Figure 18: The inefficiencies of- (blue) andx-probability (red) are shown as functions of the base 10
logarithm of the minimum probability as solid lines. The fii@encies arising from the loss of poorly
measured clusters in the largest charge b@i@Qavg > 1.5, are shown as dashed curves.

optimized. It is clear that one would like to remove hits doeécondaries at the earliest stage of
track finding. This suggests that the probabilities shogldited in track seed finding and that any
probability cuts must be optimized for that purpose. Thdisgussed in Section 5.6.
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Figure19: The charge distribution of clusters (not necessarily tesdociated) in 10 slices gffor primary
muons (red/black) and secondary electrons (magenta) freemele of CMSSW-generated muon events
after the application of minimump-probability andk-probability requirements of 1.
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5.5 Tuning and Calibration

The template algorithm is based upon the premise that theeRisimulation can be tuned to
accurately describe the pixel sensors as they are gradisiyaged by exposure to the large LHC
radiation field. This premise rests upon the demonstrateckss in the modeling of charge collec-
tion profiles measured with test sensors irradiated to aéfleences [12]. The parameters of the
double-junction model were tuned by hand until the simafatieproduced the profiles measured
at the fluencaby = 6 x 10%ne/cn? as is shown in Fig. 5. Although this was extremely tedious,
it was also shown that the parameters of the model could teestaled to lower fluences using
separate scale factors for the acceptor demitydonor densityNp, and trapping rateSe p:

Na(®) = Ra(®)Na(Po),  Np(®) =Ro(P®)Np(Po),  Te/n(P) =Rr(P)le/n(Po) (5.10)
where the scale factoRare given by the following expressions,
0}
ORY
and wherea depends upon the fluence. The scale factors that were detatrat the fluences
2 x 10%neg/cm? and 05 x 10Mneg/cn? are plotted in Fig. 20. These provide essentially a one-

parameter prescription to tune the model to intermediatnfias and should greatly expedite the
calibration process.

Rr(®) = Ra(®) =Rr(®)(1+0a), Ro(9)=Rr(®)(1-a) (5.11)
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Figure 20: The scale factorRa, Rp, andRr as defined in equations 5.10 and 5.11 are plotted as functions
of fluence.

The actual calibration procedure is to repeat the beam tessarements in-situ in CMS.
This requires that samples of largetracks and pixel clusters be recorded at a series of pixsl bia
voltages. It has already been shown [14] that due to displadenary vertices, it is possible to
acquire such samples even in the central barrel modulesridnigle, the in-situ measurement
could acquire large statistics in only a few hours of dedidatperation at several bias voltages.
Since it will require several years of operation to reachrit@s comparable @, the calibration
procedure will not have to be performed frequently. Howglbercause the readout chip is zero-
suppressed, the very useful information in the small tdikhe charge collection profiles will not
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be available. This is illustrated in Fig. 21 which shows tiffect of the readout threshold upon
the charge collection profile that was measured in the beatwith an un-suppressed prototype
readout chip. The essential tail information is visible alyoone bias setting. This implies that
finer, carefuly-targeted voltage scans will be required to calibrate thhe@emodel.
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Figure 21: The measured charge collection profiles at a temperaturd6fC and bias voltages of 150 V,
200 V, 300 V, and 450 V are shown as solid dots for a fluence®kA.0* neq/cm?. The two-trap double
junction simulation is shown as the solid histogram in edoh @gnd the shaded region shows the effect of
the readout threshold. Any signal dot inside the shadedneagill be invisible in-situ in CMS.

Unfortunately, the template calibration cannot be autechailhe calibration procedure will
always require some iteration and hand adjustment of theehmgdparameters (the complexity of
the model tuning is described in [12]). We are planning toeltgy a suite of CMSSW software
packages to facilitate this. After the implementation & tamplate-based simulation package in
CMSSW (see Section 6) it will be possible to develop thiswgafe using data from simulated
irradiated sensors.

5.6 Track Seeding

The sensitivity of the template algorithm to the clusterpgsawas discussed in Section 5.4.3
in the context of identifying secondary electron backgasinThe template probabilities test the
consistency of the observed cluster shapes with the shapested for the input angle hypotheses.
This technology can also be used to test the consistencyeobliserved shapes with the angle
hypotheses. Pixel doublets and triplets are used to sed€aihean Filter track finding algorithm.
Each pair of pixel hits defines thg-direction of a possible track and each triplet of hits define
the a-direction of a possible track. The cluster shapes crudadgsure both of these angles and
can, in principle, be used to “validate” possible track sedthis idea is sketched schematically in
Fig. 22 which shows (not to scale) tiheandx-projections of a possible triplet of pixel hits. We
note that the lengths of both cluster projections in the heidiyer are inconsistent with the triplet
hypothesis. Rejecting inconsistent track seeds beforiédhman Filter is invoked can significantly
reduce the track-finding time.

The development of a template-based “seed cleaner” is gress. The Modified Pixel Seeder
processes pixel doublet seeds generated by the Global B&esler by applying the template al-
gorithm to both pixel hits and by requiring that tiggprobabilities exceed 1d. The results of
the application of the seeder and the seeder/cleaner catitrirto a sample of 750 simulatéd
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Figure 22: A schematic diagram of a pixel triplet seed and a track hygsith Note that the projected sizes
of the clusters (shaded green) in the outer layers are d¢ensigith the track angles whereas the projected
sizes of the cluster (shaded red) in the middle layer areamnistent with the track angles.

events are summarized in Table 1. The cleaner reduces theemwhseeds by more than a factor
of two and reduces the tracking time by almost a factor of thaking into account the additional
overhead of the template algorithm, the total time for segdind tracking is reduced by 40%. The
application of template-based procedure loses about 1f@tedracks from the original sample.
The quality of the lost tracks is unknown and is currently emstudy.

Table 1: Comparison of the normal pixel seed builder (Global Pixetd®) and a template-based seed
cleaner (Modified Pixel Seeder) for a sample of 750 simultitedents.

Quantity Global Pixel Seeder Modified Pixel Seeder
Total Seeds (1¥) 1085 476
Total Tracks (18) 37.6 37.0
Seeding Time 0.13 s/event 0.19 s/event
Tracking Time 1.80 s/event 0.96 s/event
Total Time 1.92 s/event 1.15 s/event

The use of the template algorithm for seed cleaning has ttiéi@uthl advantage that it can be
calibrated to match the degrading performance of the pigtdaor. At the very least, this should
keep the efficiencies of the seed-cleaner reasonably ctrietéime even if the rejection power
for poor seeds declines. In actuality, the converse mayuge #s the detector ages, the template
algorithm will acquire the ability to distinguish betweensitive and negative cft due to the
asymmetry of charge trapping. This may actually improveathiéity to reject some backgrounds.
The use of the template algorithm to validate pixel seedsildhalso improve the resolution of
track parameters even in the first pass of the track findingesinwvould automatically reject non-
primary particles and would improve the resolution of theorestructed hits used in the first-pass
track fitting.

6. Template-Based Simulation Algorithm

Radiation damage will significantly degrade the perforngantthe pixel system during its
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useful lifetime. It is obviously desirable to reproduce thaeiation-induced changes in detector
response in the CMSSW simulation. The modeling of irradiaensors by the vectorized Pixelav
code requires approximately 1.5 s per hit on a 2.5 GHz G5 pemreand more than 3 s per hiton a
2.8 GHz Xeon processor. This code is obviously much too stobetintegrated into the CMSSW

pixel simulation. Itis clear that another approach is reegi An obvious idea is to try to modify the

clusters generated by the standard CMSSW simulation tdixhé effects of radiation-damage by
using the information stored in the templates. In prinGigtés is a straightforward procedure. It is
complicated by the fact that the templates store one-diioealsprojections of the two-dimensional

clusters but the simulation generates two-dimensionaltets. The following sections describe a
technique that can modify the 2-D clusters to achieve thagésin the 1-D projections predicted
by the ratios of the templates for the generated and desnats

The template-based simulation technique has the advanthgeit utilizes the same calibra-
tion and modeling developed for the reconstruction therdbyinating a separate calibration for
the simulation and it ensures that the simulation and reénart®n processes remain synched as
the detector ages.

The template-based simulation technique described insegsion is less developed than is
the template-based reconstruction technique but a propfiofiple has recently been developed
and tested. This C++ procedure is analogous to the recatistiyprocedure but is not yet fully
implemented in the CMSSW simulation.

6.1 Description of the Template-Based Simulation Algorithm

The template-based simulation algorithm re-weights iddial pixel signals to modify the
one dimensional projections as suggested by the ratioedbrie-dimensional templates. This is
possible because the number of pixels in a typical clusterusually (97% of all cases) less than
or equal to the number constraiisprovided by the one-dimensional projections. The follayvin
algorithm is designed to identify and re-weight the “coré'tlee cluster. Additional pixels from
delta rays are treated in an ad-hoc manner. The procedaiagd¢he fluctuations inherent in the
generated clusters but modifies the average projectececisisapes as suggested by the template
information.

Cluster Preparation: The inputs to the algorithm are the CMSSW-generated twcedsional
cluster, track angles, and hit position. The first step isrepare the input cluster based upon
information from templates corresponding to the physicsl@hof the CMSSW simulation. Using
the generated track angles and hit positipnand x-templates corresponding to the “generating”
CMSSW model are interpolated and Iabe@'d G’Jf. The columns and rows having template signal
larger than 50% of the readout threshold define the “insidgian where the re-weighting problem
will be formulated. The pixels of the CMSSW input cluster #ren categorized and sequentially
labeled as insidé or outsideQ, pixels as shown in Fig. 23. In order to avoid the effects afdar
signal fluctuations on the re-weighting procedure, thedmsignals are then truncated at the same
angle-dependent maximum signahxcotf3) used in the reconstruction procedure. The truncated
signalsly are then summed intp emdx—projectionsPiy and ij as shown in Fig. 24.

Formulation of Re-weighting Problem: The next step is to use the input track angles and hit
position to interpolate thg andx—templatesjl’iy andeX, which correspond to the “target” physical
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Figure 23: The categorization of the insidgand Figure24: The truncated inside pixels are summed
outsideQ, pixels in the input cluster . into y- andx-projections.

model. These templates would normally correspond to thel®@p»model of an irradiated detector.
The goal of the procedure is to find thiepixel weightsry that modify the truncated pixel signals
so that the re-weighted signaidy have they- andx-projectionsP’T,Y/G) andP*T*/G¥ as shown
in Fig. 25.
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Figure 25: Formulation of the pixel re-weighting problem.

The cluster re-weighting problem is therefore a linear fmobin N unknownr; with M condi-
tions M is the sum of the numbers of columns and rows in the insid®@nggind can be expressed
in matrix form

A-r=b (6.1)

where theM x N matrix A is composed of truncated signalsthe N-vectorr = (ry), and theM-
vectorb contains the re-weighted projectioRS; /G;. Unfortunately, standard techniques for the
solution of this problem like Singular Value Decompositi@WVD) often yield unphysical (nega-
tive) values for the weights. Note however, that wivdn> N, SVD actually minimizes the least
square differencéA -r —b|?. Clearly, we would like to do exactly this but with the addital
constraints that ally be positive. This is a standard problem in the field known asdgatic Pro-
gramming. Our problem can be cast into standard form by aciitig a constant from the least
square difference and minimizing the new functlgn

L=|A-r—b?—|b2=rT-AT-Ar—2b"-Ar=r".Q.r+2c-r (6.2)
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where theN x N symmetric matrixQ is given byQ = AT - A and theN-vectorc is given by
c= —AT .b. For this study, were able to find a non-commercial code arithostly in C++ called
OOQP for Object-Oriented Quadratic Programming [15]. Hvailable under a GPL-like license
from the University of Chicago and relies upon the BLAS3 éinalgebra package [16] and also
upon the fortran-coded MA27 sparse linear solver from thé& Eihive [17].

Note that double pixels are treated differently in the réghing procedure than in the re-
construction procedure. The expansion of double pixets [iairs of single-size pixels simplified
the coding of the reconstruction procedure. A similar tresit would only complicate the re-
weighting procedure. Therefore, the generated and taegeplates are modified to model the
double pixels by merging appropriate adjacent columnswsrd his is done starting at the central
“struck” pixel and proceeds in both directions away from ¢katral pixel.

Final Re-Weighting The actual re-weighting of the cluster depends upon thgénsd andN.

If M is larger than or equal thl (97% of all cases), OOQP is used to solve for r and the weights
are applied to the un-truncated inside pixels. Any outsidelp are reweighted using the weight
applied to the nearest inside pixel. This procedure istilied in Fig. 26. If OOQP fails to find

a solution (approximately 0.15% of all cases) oMfis less tharN, a simpler re-weighting is
peformed. If the number of columns is equal to or larger thennumber of rows (normal case),
the columns of cluster are re-weighted using the wei@Hiss). If the number of columns is less
than the number of rows, the rows are reweighted using thghtsT /G
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Figure 26: Application of weights to un-truncated inside pixels andsade pixels.

6.2 First Tests: Performance and Speed the Template-Based Simulation Algorithm

The simulation algorithm was tested using clusters geeeérhy Pixelav with a simplified
electric field map corresponding to the CMSSW simulationeyTtvere re-weighted to model a
sensor that was irradiated to a fluence of 80' neq/cn?. The re-weighted clusters were recon-
structed using the template algorithm and the residual® wempared with those produced by
reconstructing full Pixelav simulations of the irradiasshsor. Initial testing showed that attempts
to re-weight these CMSSW-like events lead to residual itigions with offsets in the 10-1fim
range. It was noted that the input clusters were generawarasg that the detector was oper-
ated at the nominal 150 V bias whereas the output templatesgonded to an irradiated sensor
operated at 300 V bias. The different bias voltage leads tiffereht average Lorentz drift and
therefore different typical topologies of the output ckrst To overcome this problem, another set
of CMSSW-like events was generated with Pixelav that cpeded to the uniform field approx-
imation for a detector operated at 300 V bias. The LorentZzeawgs reduced from 230 16.T
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making the topologies of the generated clusters closeosetbf the irradiated detector [5]. Using
the new event stream and its corresponding template, tiduetoffsets of the re-weighted and
reconstructed events were reduced to values less thamn. IThe resulting rms residuals from this
second attempt are compared with those from the full Pixsiiewulation of the irradiated sensor
as shown in Fig. 27. The local y (global z) residuals for the sinulations are very similar. The

local x (globalg) residuals are similar but exhibit a somewhat differgrdependence. It is clear

that the simulation of irradiated sensors will require thatparameters of the CMSSW simulation
be “matched” with individual templates to achieve the bestiits.
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Figure 27: The rmsy-residuals (a) ang-residuals (b) of Pixelav-generated (blue) and reweigbte$ SW-

like (red) samples of reconstructed barrel clusters ugiegeémplate algorithm are plotted versus pesudo-
rapidity for the cluster charge band$2> Q/Qavg > 1 (dashed lines) and 2 Q/Qavg (solid lines). Both
samples model an irradiated detector= 6 x 10*4 neq/cn¥) operated at 300 V bias.

The speed of the algorithm is dominated by the time neededlve $he quadratic program-
ming problem. As tested on a 2.5 GHz G5 processor, the simnlaan process approximately
3300 clusters per second which yields 0.3 ms/cluster. Th&EW digitizer has a tested speed of
12 ms/cluster on a 2.5 GHz Xeon processor [18]. Even alloiagng 10-20% difference in pro-
cessor speed and the overhead from the unwritten CMSSWaioéeithe speed of the re-weighting
procedure is easily sufficient for use in CMSSW and should betmfaster than the 1.5(3) s/cluster
speed of the vectorized Pixelav simulation operating oflaiMa G5(Intel) processors.

6.3 Future Development

This technigue is currently the only alternative for the @iamtion of the Pixel system after it
has become radiation-damaged. We regard the results simolig.i27 as an encouraging proof
of principle, but we intend to study and develop the algonitiarther before final implementation.
Additionally, the CMSSW interface for the template simidathas not yet been designed. Since
the algorithm reweights already-generated clustersetarer a number of possible implementation
schemes. It could be invoked from within the pixel digitiz&his has the advantage that it could
be applied before the response of the readout electrongcglantronic noise are simulated. It is
also possible to create an independent module that coulsight'noisy” clusters after generation
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and before clusterization. The performance of this schdmald be slightly worse than the first,
but it simplifies the implementation.

7. Conclusions

This note describes new techniques for the reconstrugtibdation and the simulation of
pixel hits. The techniques are based upon the use of prewechprojected cluster shapes or
“templates”. A detailed simulation that successfully disad the profiles of clusters measured
in beam tests of radiation-damaged sensors is used to g¢erireatemplates. Although the re-
construction technique was originally developed to opliynestimate the coordinates of hits after
the detector became radiation damaged, it also has superformance before irradiation. The
technique requires a priori knowledge of the track anglectvinnakes it suitable for the second in
a two-pass reconstruction algorithm. However, the sameesiathgle sensitivity allows the algo-
rithm to determine if the sizes and shapes of the clusteeptions are consistent with the input
angles. This information may be useful in suppressing sparhits caused by secondary particles
and in validating seeds used in track finding and has the fiatémsignificantly increase the speed
of track finding in the offline reconstruction. The use of tmplate algorithm at the seeding level
would also remove spurious hits from tracks and might furthduce resolution tails.

The implementation of the template reconstruction alparitn CMSSW is well advanced. It
can already be used to reconstruct simulated data. A suitalisiation tools needs to be devel-
oped and some additional but straightforward implememagnhancements are needed before the
template algorithm could be used to reconstruct real dataestigations of its use in seeding and
track finding are just beginning.

Finally, a new procedure that uses the templates to reweligéters generated by the CMSSW
simulation was described. The first tests of this techniqeesacouraging and when fully imple-
mented, the technique will enable the fast simulation ofidiits that have the characteristics of the
much more CPU-intensive Pixelav hits. In particular, it nb@ythe only practical technique avail-
able to simulate hits from a radiation damaged detector irSSM. Additional work is required to
finish the algorithm development and to integrate it into 3%
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