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1. Introduction

In general all the methods used in data analysis are based on optimizatitenpso Depend-
ing on the particular method, the evaluation of a function is required, like thénmiax likelihood
function or the expected prediction error function, which has to be optinsigddnction of several
free parameters to be determing¢ld [1]. In the last years many complex teebrice being used
in the High Energy Physics (HEP) community, like maximum likelihood fits, Neutigrks,
Boosted Decision Tred][2]. These techniques have several adeantath respect to the sim-
ple cut and countanalysis method, such as better discrimination between signal and baoégrou
events, the possibility to take in account errors with a better precisionsp aodsider correlations
between the discriminating variables used in the analysis.

Increasing the samples of data analyses and using complex algorithme reighilCPU per-
formance. In general the requirement on CPU-time depends on:

e number of free parameters to be determined
e number of input events in the process
e complexity of the model to be evaluated

In the last years, vendors like Intel and AMD have not incremented thierpgance of single
CPU unit as in the past, but they are working on multi-core CPU. Currentlyave up to 6 cores
implemented on one single chip. This fact represents a possible revolutioa gtetlelopment
of new programs. Indeed we can parallelize the code using a shared ynpanadigm (such as
OpenMP) obtaining great benefits from new multi-core architectures. eSloawe to reformulate
some algorithms generally used for HEP data analyses. It is also possilatestdelster execution
of the code using the Message Passing Interface (MPI) paradignadapgethe execution of the
code over several CPUs in a cluster. These techniques of High Parfioe Computing (HPC) are
well established in other fields, like computational chemistry and astrophysiekeP community
there is not such a large use, but in the future it can be an elegant saofuéitbthe cases where the
data analyses will get more and more complicated.

In the work described in this paper we focus on the parallelization of maximwstindod
(ML) fitting code, focusing on the likelihood function calculation based orRbeFit packagd ]3],
and optimization of the ML function using the MINUIT packagje [4]. We will peet the techniques
adopted for the parallelization and some speed-up examples.

2. Maximum Likelihood Technique

In this section we briefly introduce the maximum likelihood technique. More detaiihe
found elsewherd]5].

We consider a random varialgor a multidimensional random vectgr="(x, ..., Xn)) dis-
tributed with a distribution functiorf (x; 8). We assumd (x; ) to be well known except for the
paramete® (or parameter§ = (61,...,6p)). So, f(x; 0) expression represents, after normalizing
it, hypothesized probability density function (PDF) for theariable. Then, we suppose to perform
an experiment where a measurement has been repddtetbs, supplying, ..., Xy values. The
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maximum likelihood method is a technique to estimate the parameter value from thigofquie s
Defining thelikelihood function? as

N
2(0)=[]1x:0) 2.1)

to estimate the parameter value we have to maximize this funégtienrhaximum likelihood We
should underline that; are measured and tHéx; 8) function is well-known, saZ only depends
on the parameter we want to fit. The evaluation of maximum for likelingds function of the
unknown parameter can be done in a numeric way. Usually, it is used to miningizgthvalent
function —In(.¥), thenegative log-likelihoodNLL), or the functiony? = —2In(.#). So theNLL

has the form: N

NLL = — z(lnf(xi;e)), (2.2)

that is, a sum of logarithms. The evaluation of tlleL used in this paper is done in the ROOT
framework using the RooFit packad¢ [6].

3. Optimization procedure: MINUIT

There are several algorithms to find the minimum of a funcfion [1]. Among theenmibst
common method used in the HEP community is based on the MIGRAD algorithm inside the
MINUIT package. MIGRAD performs the minimization of a function using thaiable met-
ric method [F]. This method involves the calculation of the derivatives of\hk for each free
parameter. Since very often we are faced with minimizing a function for whactiemivatives are
provided, MIGRAD is able to estimate the derivatives of the function by finiferénces. De-
tails of the implementation of the method used in MIGRAD can be found elsewlierel¢re we
simply say that for the first derivative we can use the formula

ONLL | _ NLL(6+d)—NLL(6—d)
0 |5 2d ’

(3.1)

where is the set of free parameters athds a “small” displacement (step-siﬂ&. The value for

d should be chosen as small as possible, but still large enough so thautiding error in the
computation oNLL does not become larger than the error introduced by the approximatia®. Th
approximation requiresg2function calls forp free parameters to estimate the first derivative. Then,
of course, the whole procedure has to be repeated for eaché)ofrthe minimization procedure
until the minimum is reached. Depending of the complexity offfié function, this can be very
time-consuming. Furthermore, we should consider that imfNtHiefunction we use PDFs that need
to be normalized for each iteration of the minimization procedure, in case theahtéghe PDFs
depends on the free parameters. This requires to calculate the intetp@fofction, which is also
time-consuming. Specific examples of maximum likelihood fits can require $écenss [8].

4. Paralldlization

Summarizing what we described in the previous sections, we can distingrestpédrts of the
maximum likelihood fit procedure:
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1. NLL calculation (implemented in RooFit): the likelihood function is calculated over thé inp
events. From formulf 3.2, this is a sum of terms oveNtevents (scaling a);

2. PDFs normalization (implemented in RooFit): it depends on the complexity ofittodidn,
in particular the calculation can be very slow if we do not have an analytigaiession of
the integral,

3. minimization procedure (implemented in MIGRAD): it requires the gradidottation,i. e.
the calculation of the derivatives for several different free parammetdues, which depends
on the number of free parametgrso be determined (scaling apR

In principle all these parts can be simply parallelized, using a combinatioracédgtmemory and
MPI paradigms.

Currently there is no implementation of parallelization of the pfint 2.

For the poin{]L the parallelization can be easily achieved splitting the sum terre Mi_th
This is done in RooFit usinfprk calls. It allows a sensible reduction of the duration of maximum
likelihood fits in case we run on multi-core machines, requiring one coreafcn thread. In this
way the speed-up scales almost with a factor proportional to the numbeeatish However, this
parallelization used in RooFit is not a shared-memory solution and is thefefated by the total
number of memory available in the multi-core machine.

The work presented in this paper concerns the fgint 3, using eitheredsimemory solu-
tion (using OpenMP) or MPI on multiple nodes of a cluster. In the latter we &lge the hybrid
solution with the parallelization of poirf} 1 on the single node. The parallelizatiolone split-
ting the derivative calculation over sevembcesseOpenMP or MPI processes), balancing the
number of derivatives (which are equal to the number of free parasieténeNLL function) for
each process. This means that the maximum number of processes is etpeahtmnber of free
parameterp. For example with 10 free parameters and 3 processes, we have foatides for
one process, and three each for the other two. Each process haswoaerial initialization part.
Then we have the splitting of the derivative calculation, where each ggaakes care of his group
of derivatives. At the end of this stage, all results are scattered betivegrocesses, so that they
can conclude the minimization iteration (also this part is in common between all tbegses, e.
each process proceeds in the same way in the minimization). This represétgsaton of the
minimization procedure, which is repeated until the minimum of the function is esadfigurd 1
shows an illustrative schema of this procedure.

It is important to note that the time spent for each iteration depends on thesslpreeess,
i. e. the process with the most derivatives to calculate. This fact suggests Kimuna number
of processes where we can see an effective speed-up. For exarntpl&0 free parameters, there
is at least one process with 2 parameters when we require between HeoekSses in the paral-
lelization. Of course increasing the number of processes means osddnghe synchronization
and communication between the processes. Therefore a good spead-be reached in case of
large number of free parameters and reasonable low number of pgecess

In the following example reported, we used MINUITZ2, which is just the Chject-oriented
version of the original MINUIT [[p], and RooFit implemented in ROOT v5.20.
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Figure 1: Scheme of the parallelization of the minimization procedisee text for details).
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Figure 2. Speed-up plot when using OpenMP parallelization of the mizéition procedure (blue circles)

and of theNLL calculation (brown squares). Note that the plateau whemgusd—18 cores corresponds to
at least one process with 2 derivatives to calculate, so crease in the speed-up is expected (see text for

more details).

In the figure[R we show the speed-up using OpenMP for a test done wiGab6sian un-
correlated variables, 20 free parameters and 10,000 events, rumimgnachine with 24 cores

and 64 GB shared memorfy For comparison in the same plot we show the speed-up that we
can reach using the parallelization of tReL calculation. There is a better response for this sec-

ond parallelization, which is reasonable since the parallelization of the minimizatoedure has
more sequential part of the code and does not scale well in case of smdien of parameters (as

mentioned above).

1This machine has been provided by OpenLab at CERN.
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Figure 3: Speed-up plot when using MPI parallelization of the miniatian procedure (black circles) for

a function with 29 free parameters. Blue line (referringight y-axis) refers to the maximum number of
derivatives calculate for each node. The other two linesrrf the hybrid case of MPI and RooRtL
parallelization requiring 2 (green squares) and 4 (reaglizs) cores for each node. Note the 4 cores is the
maximum number available for each node in the cluster usetthéotest.

Concerning the parallelization using MPI, the tests have been done onMacliBter with
dual-core CPUs and 2 slots per nddé e. 4 cores per node, with 8 GB/node of shared memory.
In total the cluster has 1280 nodes, which means 5120 cores in total. Thaalmietwork for the
communication is provided by Infiniband (5 GB/s). All the MPI calls are declan a specific
class of the MINUIT2 package. In particular for the communication andtaymization we use
the MPIAl | gat herv call. In figure[B we show the speed-up for a test with 10,000 events, 4
variables, and 29 free parameters. In the same plot we show the casemshadso apply the
hybrid parallelization foNLL calculation in each node.

5. Conclusion

The solutions adopted for paralellization give good results for the tests damther improve-
ments can be the parallelization of the integral calculation of the PDFs and skibitity to have
also theNLL calculation done on multiple nodes using MPI. The work presented in this hape
required changes in the RooFit and MINUIT2 packages, which will begidhe future release of
ROOT. The parallelization of the minimization procedure implemented in MINUITRlaused
in all domains where it is required such a procedure,not onlyNLL fits, hence in general in data
analysis code based on MINUIT.
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