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The High Level Trigger (HLT) of the ALICE experiment is designed to perform on-line 

reconstruction of p+p and Pb+Pb collisions. As a consequence, triggering on special events 

becomes possible. 

In its current state HLT can process data from all major detectors. For this discussion only the 

detectors of the central barrel are relevant: Inner Tracking System (ITS), Time Projection 

Chamber (TPC), Transition Radiation Detector (TRD), Photon Spectrometer (PHOS). Among 

other possibilities, the reconstructed tracks give us the chance to analyse jet and D
0
 topologies. 

At LHC energies jet and D
0
 production will be important signatures for the formation of the 

Quark Gluon Plasma produced in heavy ion collisions. Although jets and D
0
 are produced quite 

abundantly, only a subset can be reconstructed, which gives the opportunity for the HLT to 

select these events and thus to enrich the achieved data sample. 
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1. Introduction 

The Large Hadron Collider (LHC) at CERN is a proton and heavy ion accelerator that will 

provide p+p collisions with a centre of mass energy at s  = 14 TeV and Pb+Pb collisions with 

s  = 5.5 TeV. The ALICE (A Large Ion Collider Experiment) detector is designed to study the 

heavy ion collisions, but it will also have a substantial program for p+p collisions which can be 

used as reference data. The data rate of the Pb+Pb events will be larger than what the Data 

Acquisition (DAQ) can handle (1.2 GB/s.). This is why High level Trigger (HLT) has been 

developed.  HLT will do online event reconstruction. It will give us the opportunity to do online 

physics analysis of the events. All the main tracking sub detectors in ALICE will be part of 

HLT. For the Jet- and D
0
 triggers, the main detectors are the tracking detectors (TPC, ITS, 

TRD), and the calorimeters (PHOS, EMCAL). 

 

2. ALICE 

An important task for the ALICE detector is to reconstruct the trajectories of the particles 

produced in the collisions. For doing this a dedicated set of detectors are employed, i.e. the 

Time Projection Chamber (TPC) as the main tracking device, the Inner Tracking System (ITS) 

and the Transition Radiation Detector (TRD). The tracking detectors in the central barrel are 

placed inside a magnet which provides a magnetic field of 0.5 T. 

 

2.1 Time Projection Chamber (TPC) 

The TPC is a gas-filled detector with an inner radius of 80 cm and an outer one of 250 cm. 

It is 510 cm long and filled with Neon, CO2 and Nitrogen. It has an acceptance of |η| < 0.9. 

When a charged particle travels through the gas, it will ionize it along its path. Since there is an 

electric field inside the TPC, the electrons will drift towards the end caps of the TPC, which are 

instrumented with multi wire proportional chambers (MWPC). The amplified charge signal is 

read out by 557 568 readout channels [1]. These MWPC pads give us the x-y coordinates of the 

cluster, and the time from the collision to when the cluster hit the readout pads gives the z 

coordinate. This will provide a 3D picture of the tracks over a big volume. 

The size of the TPC and the number of readout channels will give us an event size of about 

76 MB for the TPC only for central events. If we expect 200 central events/s, we will get a data 

rate of about 15 GB/s. The limit for archiving the data is 1.2 GB/s. HLT will reduce the data 

rate either by compressing the data or by selecting events. 

 

2.2 Inner Tracking System (ITS) 

The ITS consists of 6 layers of silicon detectors. The first two layers are silicon pixel 

detectors (SPD), located at 4 cm and 7 cm from the collision point. The two next layers are 

silicon drift detectors (SDD) at 14 cm and 24 cm. At 39 cm and 44 cm there are silicon strip 
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detectors (SSD) [2]. Thanks to the good vertex reconstruction capability of the ITS, the 

reconstructed tracks will have an impact parameter resolution better then 60 µm for tracks with 

momentum higher then 1 GeV/c. The resolution of the ITS is what makes open charm physics 

possible. The full ITS has an acceptance of |η| < 0.9, but the inner two pixel layers will have a 

coverage of |η| < 1.98. The pixels will also provide a good estimate of the primary vertex.   

2.3 Transition Radiation Detector (TRD) 

Like the TPC and the ITS, the TRD covers the full azimuthal angle, and it is installed 

outside the TPC. It has an acceptance of |η| < 0.84. The main purpose of the TRD is to identify 

electrons of momentum higher than 1 GeV/c. The TRD consists of 18 supermodules which are 

divided in 5 stacks with 6 layers each. The layers consist of a radiator, a drift section and a 

MWPC for readout. The detector is filled with a gas mixture of Xeon and CO2 [3].   

 

3. High Level Trigger (HLT) 

The idea of HLT is to get the raw data from the detectors, reconstruct the events and 

trigger on interesting events. This will reduce the data volume, and optimise the use of the data 

bandwidth. Events which are reconstructed in HLT will have the same output as the offline 

reconstruction   

 
Figure 1: The raw data from the detectors will get to HLT before DAQ. DAQ will then look at HLT 

as a detector in ALICE, and write the output of HLT to mass storage. 

 

HLT will get the raw data into the computing cluster via a set of receiving nodes. For the 

TPC we have 216 readout partitions. With 4 Read Out Cards (RORC) in one node, there are 54 

nodes just for reading out the data from the TPC [4]. Since the raw data after being read out are 

in memory of these nodes, we perform as many local operations on the data as possible on these 

nodes. The cluster finding is such a process. By using the publisher/ subscriber method the data 

are shipped further out in the computing cluster. The tracking of the clusters is done on parts of 

the detector, and then merged. In the end HLT will merge/match the sub detectors together in a 

full event reconstruction. This scheme makes HLT able to parallelize the processing of the data, 
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and speed up the reconstruction time. The output of this reconstruction has the same format like 

the offline reconstruction. This will give the opportunity to run already developed and tested 

code on HLT output, which will help verify the HLT reconstruction and make it possible to do 

online physics analysis and physics triggering.  

The framework is in place to run offline reconstruction code in HLT, and to run HLT code 

in the offline simulation/reconstruction. This is important for testing code which will run online. 

HLT also have access to calibration data via interfaces to the Offline Condition Data Base 

(OCDB).   

 

 
Figure 2: The raw data is read in by the receiving nodes where local operations like cluster finding 

takes place. On the next layer we will do tracking on parts of the detectors and merge this and the 

sub detectors to a full event reconstruction. 

 

4. Tracking in HLT 

The tracking in HLT has to be able to do operations on local areas of the detector. For the 

TPC, a tracking method based on Cellular Automaton is chosen. The tracking works on local 

level to make track seeds. These seeds will then be merged together to form full tracks. TPC 

tracks will be propagated to the ITS and matched with TRD to get the full event reconstruction.  

 

The table shows how much time the different steps 

in the reconstruction of the TPC take. This is for a 

p+p event. We see here that the full reconstruction 

of the TPC will take about 3 ms. The timing is 

done on an Intel(R) Core(TM)2 Quad CPU    

Q6600  @ 2.40GHz. 

 

 

Creation of cells 0.5 ms 

Merging of cells 0.3 ms 

Creation of segments 0.3 ms 

Fit of segments 0.1 ms 

Merging of segments 1.8 ms 
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5. Open Charm trigger 

The open charm reconstruction in HLT will be based on the standard offline code. One of 

the decay modes that can be used is D
0
 -> K

- 
π

+
, with a branching ratio of 3.89%. This is an 

interesting decay since it has two charged decay products, which will ionize the gas in the TPC. 

The expected yield for this channel is dN(D
0
->K

-
π

+
)/dy = 0.53 in Pb+Pb events at s  = 5.5 

TeV [6]. This means that we get one D
0 
in this decay mode in every event within the acceptance 

of the tracking detectors. Offline analysis has shown that after applying necessary 

reconstruction cuts in the analysis, one will have a signal/event ratio of 0.0013 for the D
0
->K

-
π

+
 

channel [5]. This ratio will be of the same order in HLT also, but since HLT is reconstructing 

every event it can trigger on D
0
 candidates. This will make a better use of the bandwidth 

limitations in DAQ, and enrich the statistics content in D
0
. 

The decay products, K
- 
π

+
, traverse the tracking detectors in ALICE. The D

0
 has a lifetime 

of about ct = 122.9 µm, which means that the tracks of the decay products do not look like they 

come from the primary vertex. To distinguish these tracks from the primary ones, the ITS is 

very important for acquiring the resolution needed. The open charm reconstruction steps involve 

several cuts: 

Cuts on single tracks:    

 - pT of decay product     

 - Impact parameter,
Kd0 ,

π

0d      

 

Cut on two track combinations:    

 - Distance between the two tracks      

 - Product of the impact parameters  

- Invariant mass 

- Pointing angle 

 - Decay angle 

  
Figure 3: The reconstructed invariant mass of D

0
 with the use of HLT reconstruction [8]. 
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6. Jet trigger 

For jets like the D
0
, we take advantage of the reconstructed online event and apply a jet 

trigger. Figure 4 shows the production of jets in LHC per month in minimum bias events. This 

is the total production, but we have to take into account the acceptance of the detectors. We 

would like to have the full jet-cone in the TPC, so an acceptance of |η| < 0.5 has to be used. If 

we also want the EMCAL (|η| < 0.3 and 83° < φ < 157° for R = 0.4), we would get about 3000 

jets with ET > ET, min = 250 GeV/c
2
 per month [6]. The ability of triggering on jets will enrich the 

samples by better use of the bandwidth limitations in DAQ.    
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Figure 4: N Jets with Et > Et, min per month Pb+Pb collisions 

 

There are three methods which are being tested for use as a jet trigger. First we have a 

simple seeded cone algorithm where there is no splitting and merging. Then we have two fastjet 

methods based on kt and anti-kt [7]. For triggering in HLT, speed is important. There is no 

background subtraction since this is done event by event. The different algorithms can run in 

parallel in HLT, and effort is being invested on how to combine the results from them to one 

trigger decision.   

7. Summary 

With HLT, triggering of special events becomes possible. In ALICE we plan to have full 

event reconstruction. All the main tracking detectors are part of HLT, and also the calorimeters. 

Jets and D
0
 are two examples of physics triggers. HLT event reconstruction will have the same 

output as the offline reconstruction, which makes it possible to run offline code on the data. 

Since the triggers have to run online, the performance of the code is important. But by being 

able to run the triggers on both offline and HLT reconstructed events, we can verify their output 

by doing the same for offline reconstruction of the same physics. In this way we can tune the 

efficiency for the algorithm. 

In this paper only two possible triggers are described. Nevertheless the generic structure of 

the trigger framework allows the implementation of other physics cases, and will enrich the 

recorded statistics in physics content.  
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