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1. Introduction

The way to discover new physics beyond the Standard Model (SM) is teurea significant
deviation from the SM prediction in a signal region, that is a region of pbpsee where new
physics is expected to appear. It is therefore essential that one vamitmaost confidence in an
estimate on this SM prediction in order to avoid false discoveries and ovedosignals. State-
of-the-art Monte Carlo (MC) generators yield such estimates by modellingeteeant physics
processes. However, systematic effects due to an imperfect detedteharicomings in the un-
derlying models of the MC generators lead to an insufficient descriptioneofi#ita. A way to
verify and improve the validity of the MC prediction is to compare it with data in aaifree
control region in phase space.

2. Concept of the method

The proposal of this contribution, first introduced in detail[in [1], is toe®ht the MC esti-
mate by multiplying it with an appropriate correction function. The correctiorction depends
on a set of adjustable parameters which are determined by fitting the modifiedteso the data
in the control region. Then the same function is to be applied on the conéisygotemplate in the
signal region.

To illustrate the proposed method consider two possible scenarios for reeesus in a con-
trol region shown in Figf] 1. Both measurements are compatible with the un¢gdétheir respec-
tive predictions, which is obtained by varying known systematic effect&idnfl, left, however,
the data strongly deviate from the central prediction which hints at subdtaystematic effects
being present in that scenario. This assumption is further supporteg-tlae, which quantifies
the agreement between prediction and data ($ee [1]), of only ak@¥t On Fig.[1, right, the de-
viations seem compatible with statistical fluctations as is reflectedfpyaue of about 56%. In
both cases, the data shall now be used in an attempt to obtain a better backigradel following
the procedure outlined above.
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Figure 1: Two scenarios for measurements in a control region haviagéime Monte Carlo prediction.
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Figure 2: The Monte Carlo estimate for the data distribution in flgleft, is modified with correction
functions of an increasing number of parameters until afsatiory goodness-of-fit is reached, expressed by
the p-value.

2.1 First scenario: Large systematic effects

Choosing the best correction. For this example ordinary polynomials are taken as correction
functions. Starting with the first scenario, the central prediction ("zevatdler model") is modified
with polynomials of order 2, 5, and 7, displayed in increasing shadesegfigiFig.[2, right. The
width of the bands corresponds to the respective statistical uncertairgytaible on the left shows
the p-values for functions up to order 10. Using a correction function ofeked yields the first
model with an acceptable goodness-of-fit of 0.46, which can be impexadfurther by including
more parameters.

The compatibility peaks at a value of 0.69 when using 8 adjustable paramékerslecline
for more complex models results from increasing the number of free panaméige not gaining
a substantial improvement in terms of data description. The model with the highakie is taken
as the new improved background estimate.

Alternative starting templates. Apart from the statistical error of the fit, an additional uncer-
tainty arises from the choice of the starting template. To investigate the deymgnoliethe cor-
rected model on a particular shape of the original hypothesis, addititarihg templates are
selected from within the systematic uncertainty of the MC prediction, as showigifg, left.
As was mentioned above, in the case of real data one would vary the Mii€twa according to
known systematic effects, thereby obtaining a set of possible starting tempiditthose templates
are corrected separately with the polynomial yielding the highest goodrfidissshown in Fig[B,
right. In addition, the true model from which the data were generated is gespés the black solid
line. After correction the new models nicely converge to the true model, alragatdless of the
shape of the starting template. Comparing the true model with the original M@ poad(thick
red line on the left) reveals the rather extreme systematic effects, whiclocalcbrrection using
several parameters.
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Figure 3: Selecting different templates within the systematic utaiety of the original Monte Carlo pre-
diction to estimate their influence on the corrected model.
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Figure 4: The estimated and the true model for the data agree wellmiitid indicated uncertainty.

New background model and its uncertainty. A priori, none of the different starting templates
in Fig. @, left, can be favored over the others. Thus, the best estimateel mdahally taken as
the mean value of all corrected templates. Its total uncertainty is calculatezhleyaging 2000 toy
data sets from this estimate and applying the proposed method on everythaenof

The bin-wise RMS of the corrected models’ distribution together with the iritecdrrelation
is then taken as an estimate for the statistical error.[Fig. 4 contrasts thest@stted model with
the true model for the data. The true model is nicely reproduced.

2.2 Second scenario: No systematic effects

The second scenario shown in Ffg. 1, right, shall illustrate the usefubfette proposed
method when there is apparently only little or no systematic deviation presenefé®pthe dif-
ferent MC templates of Fig] 3, left, are modified with the correction functiemgithe respective
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highestp-value.

As a limiting case, this scenario was generated without systematic effectse ittencentral
prediction would constitute the best model. Still, the proposed method has thasveemplates
converge to the true model - see FEIg. 5, left. IEig. 5, right, shows the estiaaddtie true model for
the data which agree well within the indicated uncertainty, which could baantizly reduced.
The offset at higher x-values results from a bias introduced by the data
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Figure 5: Correcting the templates in F. 3, left, for the second ageryields nice agreement with the true
model (left). On the right, the averaged estimated modédi istuncertainty is shown. .

2.3 Extrapolation to signal region

Once the improved background model has been determined following tbedun@ described
above the same correction is to be applied on the Monte Carlo prediction foathkground in
the signal region. In addition, systematic effects associated with the trarisfiee correction from
control to signal region need to be considered, such as the diffefergrioce on the shapes of the
distributions by certain systematic sources. These have to be treatedseilaycaase basis and lie
beyond the scope of this contribution. An advantage of this method is thantpéates in control
and signal region need not have identical shapes, only the systematitséfave to influence them
in a similar way.

3. Performance against using control region data as a model

If a control region can be defined such that the shapes of the releaakground processes
are practically identical to the ones in the signal region a simple scaling of taeda be used to
get a model for the background in the signal region. In a first apprdidmahe uncertainties of
such a model are simply the square root values of the data. For simplicitynaske efficiency of
signal to control region to be unity. In this case the model determined in theotoggion can be
taken as-is for the signal region. Consider again the second scersnussed in subsection 2.2,
depicted in Fig[]1, right.

3.1 Background estimates for a new physics search

In a search for new physics one is often interested in the high mass tailgridfudiens for
being the most sensitive regions to discover new phenomena. Supposegthisto include all
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Table 1: Number of expected events for- 600 a.u. predicted by different models. The error of theexiad
model is the same as the one from the data in this case, inajériersmaller (see Fig[l 6). The MC template
is identical to the true data model since no systematic &ffe@ere introduced in this scenario.

Model Number of expected eventsRelative error
Original prediction (MC template 439+219 50%
Corrected model 599+7.6 12.7%
Data as model 620+7.9 12.7%

x-values greater than 600 a.u. of Hip. 1. Tgble 1 summarizes the expeatbenof events and its
uncertainty for the original prediction, the corrected model and whengakimdata as the model.
Both the data model and the corrected model have a comparable and much snedi&inty than
the original prediction. The inter-bin correlation boosts the error of theected model to the level
of the data uncertainty in this example.

In order to obtain a general statement on how the error of the propogedareompares with
the one from the data 10000 pseudo data sets are created from thet&rueodil. In principle, a
smaller uncertainty than when using the data as model can be achieved iftbemof parameters
used is smaller than the number of data bins. Fig. 6 shows the distributionrit dge x-values
greater than 600 a.u. Taking the data as the model, it produces an unpiadedion of 43.92
events for the mean value with an error of 6.68 events, as expected enagrewith the true
values of 43.89 and 6.63 within the statistical limitation of the sample. Applying theopeml
method yields on average a value of 44.14 and a reduced error of Gidéndan value is slightly
positively biased but only by about 4% of the quoted uncertainty.

More knowledge about the true shape of the distribution can reduce trestaimty of the
method even further since fewer parameters will be needed for the adpsifepropriate start-
ing templates. As a limiting case, five templates which only differ in their normalizatitm w
respect to the true model are employed. The resulting distribution of expeetats is also dis-
played in Fig. [p as the dashed red line, demonstrating a further decfehseeoror to 5.92.

3.2 Significance of a possible signal

In order to investigate how the different errors affect the discovetertial, two toy mea-
surements for the two regions> 600 a.u. and > 800 a.u. are assumed to be 99 and 52 events
respectively as shown in talfe 2. High energy physics folklore cors@eneasurements to be a
discovery if the probability, assuming only known physics, of observiatg @s or less likely is
smaller than D107, which corresponds to the integrated tail of a Gaussian distribution beyond
five standard deviations (¢bdiscovery”).

Using the data from the control region as the background model one wiaihd a discovery
since the significance, which is calculated by convoluting the Poissonlglibpéor the data with
the Gaussian prior function representing the systematic uncertainty of¢kgrband (see e.gf][2]
and [3]), surpasses thesSthreshold. Taking instead the predicted mean value and error of the
proposed method using the different starting templates the significance gr@al2 and 5.29 for
the two regions. It can be even further raised to 5.25 and 5.38 when th&irsgt of "same shape



Better background model by absorbing systematic effects S. Horner

Data
Different Shapes Fit
Same Shapes Fit

1000 Data . D_ata . 10° Data
Entries 10000 N EEEEE Different Shapes Fit Entries 10000
Mean 43.92 I . Same Shapes Fit Mean 43.92
RMS 6.683 RMS 6.683
800 [Different Shapes Fit H Different Shapes Fit
Entries 10000 :_. 102 | Entries 10000
Mean 44.14 e Mean 44.14
RMS 6.262 H RMS 6.262 r
Same Shapes Fit Same Shapes Fit]| Ji
Entries 10000 Entries 10000 Lri
Mean 44.03 Mean 44.03 pr
RMS 5.923 K
i

600

400| RMS 5.923

N
o
S

80 90 80 90
number of events number of events

o
OfFT T T 7

N

o

N}

S}

@

S

N T s
S 42,
a

S

I3

S

~

S

Figure 6: Distributions of number of expected events in the region600 a.u. predicted by different models
with linear and logarithmic ordinate. The proposed methsidgithe "different shapes" from Fiﬂ. 3yields
a smaller RMS than using the data as a model. The uncertantpe further reduced by using templates
more similar to the true model, in this case only differinghe scale but having the "same shape".

Table 2: The significance of a discovery can be increased by usingrbgoped method instead of data
from the control region as a background model. The measursneé 99 and 52 events for the two regions
were chosen to allow for acbdiscovery when using the data. The increase in significanequivalent to a
saving in luminosity as described in the text.

x> 600 a.u.: 99 events x> 800 a.u.: 52 events
Background: Significance: Background:  Significance:
Data 4392+ 6.68 5.01 15.62+3.93 5.10
Different Shapes 44.14+6.26 5.12 1556+ 3.60 5.29
Same Shapes | 44.03+5.92 5.25 1553+ 3.45 5.38

templates”. The jump in significance is equivalent to an increase in luminosityocdrtl 12%

for the two regions respectively when using the same shape fit resultadnsitehe data. Thus,
by using the proposed method the required integrated luminosity for a digdasweduced. This
effect gets bigger the smaller the inspected tail region compared to the regievhich was used
to determine the background model.

4. Summary and conclusion

The underlying idea of the method presented in this contribution is to coreeddinte Carlo
background estimates for systematic deviations. To that end, they are mukijtlesuccessively
more complex correction functions until a statistical test reports good coriipativith data in a
control region. The correction determined that way is then applied on thespmnding templates
in the signal region yielding an improved background model to searchefempysics.

While systematic effects are absorbed by the correction functions, thelta@itainty of the
model can be reduced compared to other common methods. In order to bsortiag a possible
signal in the fit carried out in the control region the Monte Carlo estimatebeanried according
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to known systematic effects, thereby obtaining constraints on the maximgitabtzemodification
of the templates.

The usefulness of the proposed method is not restricted to high engygigghlt can be ap-
plied in other scientific fields where one uses data from control regiorstitnate the background
in a signal region and is confronted with large systematic uncertainties.
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