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The calculation of cross-sections at Next-to-Leading o€ CD involves the integration over
the final state phase space in order to cancel the infra-retgdinces. For the calculation of
cross sections for jet observables in deep-inelasticesoadt or at hadron-hadron colliders this
integration requires the Monte Carlo generation of a langmiper of event weights, and must
be repeated for any calculation with a different choice atgradensities within the proton or
different choice of factorisation or renormalisation gcallhis makes the full calculation with
many of the available parton density function error setgnyriterative fit of the parton densities
themselves, prohibitive in terms of the processing timauiregl. A method for the posteriori
inclusion of the parton densities in the calculation is preed. In this method, the Monte Carlo
weights from the integration over the hard-subprocesseghbpace are stored in a look-up table
so that the full calculation need be performed only onceerafthich the cross section can be
obtained with any parton density set by a fast convolutioththe stored weights. A detailed
example from inclusive jet production at the LHC is presdnte
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1. Introduction

The calculation of cross-sections at Next-to-Leading o(8.O) in QCD involves numeri-
cal integration over the phase space of the final state gantoarder to cancel the infra-red and
collinear divergences. For the calculation of cross sastifor jet observables in deep-inelastic
scattering or at hadron-hadron colliders this integraisamsually performed using the Monte Carlo
generation of large numbers of event weights. Any crossmeatith a different choice for the pro-
ton parton density functions (PDFs) or a different choicéacforisation or renormalisation scale
requires the complete calculation to be performed againnyMRDF sets are now available that
include several different subsets to enable the study airlcertainties arising from the PDF itself.
To make use of these sets typically requires a calculatidretperformed many times, once for
each PDF subset within the set. These PDF sets are typicgalluped using an iterative fit over
the available data, which requires the cross section to loelated at each point in the parameter
space. Including data from inclusive DIS processes in suifh ia possible, since the cross sec-
tion is often available in closed form, but the rigorous ursibn of jet data would require the full
calculation which is prohibitive in terms of the require@dpessing time.

One possible solution is to make use of the factorisatiorhefdross section into the parton
distributions and hard subprocess to store the weightsrgteukin the integration over the phase
space in a lookup table referenced by momentum fractiemmd momentum transf€). This means
the full calculation need be performed only once to fill theklap table. At any stage after this the
convolution can be performed independently, using anycehof PDF in only a short time.

Techniques for this approach are reasonably mature [1, Z,i8% paper discusses recent de-
velopments in one such implementation - the open source &R?D project [4], which shares a
similar approach to the well known fastNLO project [2] thaasndeveloped concurrently. In con-
trast to the fastNLO approach however, APPLGRID adoptslg éyden source approach, enabling
users to generate their own lookup tables for jet productiod Electroweak boson production
in hadron-hadron collisions, rather than limiting the uepreviously calculated cross sections.
In addition, arbitrary variation of the renormalisationdafiactorisation scales is possible within
APPLGRID, whereas in fastNLO, the user is limited to a smalnber of combined renormali-
sation and factorisation scale choices implemented byasieNLO authors when the grids were
generated.

2. Overview of the method

In hadron-hadron collisions, the generic cross sectionbeawritten as a convolution of the
large distance parton densitiefg,and f,, from the colliding hadrons, with the short distance pro-
cess g,

dU:/dQ > al(QR) fu(x1,QF) f2(x2, QF) Gp(x1, %2, QR)- (2.1)
Q P

The integration over the phase space is generally achiawsemically by summation over a large
number of hard subprocess event weights sampled from trse@pace,

p
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Taking advantage of symmetries in the hard process it islgeds replace the summation over the
13x 13 possible initial state parton producfg(x; ) f2(x2) with a summation over a smaller number,
M, of linear combinations of th& (x;) and f»(x>) states,

wij fai(Xq) 2 (%2) ZW xl,xz (2.3)
ij=a.0.9
Representing the parton distribution as a multidimengibagrange interpolation ovet, andng
nodes inx andQ?,

(% Q) = Zxozo ) 1™ (). %) Ij(nQ)(Q(Zj)an)a

and substituting into equation 2.3, by changing the ordéhefsummations, it is possible to per-
form the summation over the weights instead using the ptodiuthe interpolating coefficients

with the weights themselves so that the last summation d=¥Mtindependent linear combina-
tions of the parton densities can carried out after the suimmaver the full calculation of event

weights,
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Here, thaw structure consists of a set of 3-Dimensional “grids” in theiablex, x, andQ?, with
one such grid for each of thd linear combinations of the parton densities at each order.aF
differential cross section, this structure will be repddta each bin in the observable.

It is also possible to isolate the variation of the renorsalon and factorisation scales, and
the centre-of-mass energy of the colliding hadrons anavatfach of them to also to be modified
during this external convolution stage.

Different processes are handled using different linearkgoations,F, of the PDFs to take
account of the symmetries in the different sub-processixa&gments.

3. Implementation

The APPLGRID code itself is implemented as a library of C+assks for creating and in-
teracting with these grids. In addition a basic Fortranrfatee is also available which presents a
subset of the full C++ functionality to the user. Modifiedsiens of NLOjet++ [5] and MCFM [6]
are also available to enable users to generate their ows fpidet production and Electroweak
boson production respectively, although only the basid glasses are required to simply read
pre-existing grids.

The accuracy of tha posterioriconvolution can be controlled by the number of nhodes chosen
in x andQ? and also the order of the interpolation. In addition, a \@edransform is used to allow
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uniform node spacing without loss of precision, and a PDFeighting factor can be applied to
improve the accuracy of the interpolation when using fewtarpolation nodes. An example of the
use of the PDF reweighting can be seen in figure 1. This shawstio between the full calculation
and that resulting from tha posterioriconvolution for the inclusive jet cross section at the LHC,
with different scenarios of the number of grid nodes in eacfariable. Here, the improvement
in accuracy of the reproduction of the full calculation wheduding the PDF reweighting can be
clearly seen, with the accuracy of the convolution perfatwith 20x 20 nodes in eack variable,
including the reweighting, being comparable or better tteat with no reweighting, and 30
grid nodes inx. An additional feature of note from figure 1 is the observatad the general
feature that at lower transverse energy, the cross sedtidescribed less well by tteeposteriori
convolution. This is due to the larger rangesxafontributing to the cross section in this region,
since in this kinematic regime, both high and and lopartons can interact in the hard process.

The grids themselves make use of a custom sparse data strtmtstore the weights. This
structure includes a zero suppression so that weights ofresed not be stored. This reduces the
memory footprint for a typical grid by around 70%. The gricdeede everything that is required
to perform the convolution, with the exception of the PDFantiselves and the function required
for the calculation ofos, which must be provided by the user when performing the doitiom.
This makes the generation of the cross section from the gmng simple, with the reading of the
grid from a file, and the convolution itself, which can rettine results either as an STL vector or
a histogram, possible with only two lines of code.

The convolution time scales linearly with the sum of the nemdif grid nodes inx; andx;
rather than as their product, since the slowest contributidhe actual calculation of the PDFs on
the grid nodes rather than the convolution itself. Knowked§which elements are zero allows a
further 40% reduction in the convolution time since weightgch are known to be zero need not
be interrogated.

4. Examples

A more detailed case study of the use of APPLGRID in the catmn of the inclusive jet
production cross section, differential in jet transversamantumpr, is presented here. The cross
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Figure2: The uncertainty arising from the PDF set and the variatidh@fenormalisation and factorisation
scales for the inclusive jet cross section at central rapatithe LHC.

section defined has 17 bins i, in five different regions of the jet rapitityy. For the initial
calculation around 10 million events were generated withta processing time of between 10-15
hours. Using a grid with 30 nodes x4, x, andQ? and a 5th order interpolation, the size of the grid
on disk is around 3 Mbytes. Using the custom sparse strydtigereduces to around 1 Mbyte in
memory so that the full calculation can be reproduced toiwigh1% accuracy, and takes around
43 ms per rapidity region.

Figure 2 shows the scale and pdf uncertainties for 4 diftd?&¥ error sets - the CTEQ6.5 [7],
CTEQ6.6 [8], and MSTW2008 [9] sets together with a recenbfitie combined HERA data [3].
Here each of the PDF sets in the full error sets have been asddhe convolution performed sep-
arately for each, together with the simultaneous variatibthe renormalisation and factorisation
scales. Both the CTEQ6.5 and MSTW2008 contains 41 subketsehtral sets plus 40 eigenvector
sets that encapsulate the uncertainty on the PDF, one seadtrof the up and down excursions
for each of 20 eigenvectors from the fit. The CTEQG6.6 set tost5 sets in total.

Figure 3 shows an example of rescaling the centre-of-mamg)erior the cross sections for
pr(jet)>40 andpr(jet)>60 GeV for each of the five rapidity regions, shown as a famctf 50
values of the cms energy from 7 TeV to 14 TeV.

Figure 4 shows a detailed study of the effects of indepehdeatying the renormalisation
and factorisation scales with a high granularity, for 2@eént values in both scales for central jet
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Figure 3: The cross section for inclusive jet production in five regiarf jet rapidity as a function of the
centre-of-mass of the colliding hadrons. On the left is teading order cross section, on the right, the cross
section at NLO.

production at low, and intermediate transverse momenta répresents 400 separate evaluations
of the cross section, one for each scale combination, scafdr eapidity region the total time for
the convolution is less than 20 seconds for the entire pldimés compares favourably to a time
greater than six months that would be required for runnirgftii calculation separately for each
point in the scale plane on a single machine, or around oné& eeaking use of the ability of
NLOjet++ to calculate the cross section with multiple ssa@nultaneously.

4.1 Interface with fassNL O

Built into the APPLGRID code is an interface capable of disepeading the fastNLO grids.
This enables the APPLGRID code to perform the convolutiorttie fastNLO hadron-hadron and
DIS jet cross sections and provide results which are nuériexact with respect to perform-
ing the same convolution with fastNLO itself. This for exdmpmallows both Electroweak boson
production from APPLGRID together with the inclusive jebguction at the LHC including the
threshold resummation of Kidonakis and Owens [10] fromNas€d to be calculated within a single
framework.

In addition, the interface allows addition functionalityes and above that provided by fastNLO
since it allows the beam energy rescaling, and also therampivariation of renormalisation and
and factorisation scales discussed earlier. As a caveaitrsttould be noted that the fastNLO grids
typically use only 12 interpolation nodes %y and two inQ? for cross sections at the LHC, and
only one inQ? for the Tevatron jet cross sections, so accuracy may be ae is8ben using beam
energy scaling with the fastNLO grids.

5. Summary and Outlook

The APPLGRID project is an open source project for the gdimeraand fast convolution
of grids for storing weights from NLO cross section calcalas of both jet production and Elec-
troweak boson production at hadron-hadron colliders. Aamyof better than 0.1% can be achieved
with reasonably small grids and a typical convolution tinha éew tens of milliseconds.
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Figure4: The ratio of the cross section for central jet productiomatitHC, calculated with an independent
fractional variation of the renormalisation and factatisa scales, to the cross section when each scale is set
to the hard scale in the calculation. The left figure showsctioss section for at low transverse momenta,
the right figure, shows that for intermediate transverse srdm

Use of a custom data structure allows both the memory oceypainthe grid and the time
required by the convolution to be reduced. The lookup tapteside a powerful tool for the study
of the PDF and scale uncertainties and for the predictiorhefdross section at different beam
energies. Being a completely open source project, theddk ¢s available, and can be downloaded
from hepforge [11].

The first collisions at 7 TeV have recently been achieved by tHC. The APPLGRID project
is already being used by the ATLAS Collaboration as a stahtten for the calculation of the NLO
cross section as part of the measurement of the jet productass section with this first data.
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