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1. Introduction

The ATLAS experiment [1] started taking data from the proton-proton ¢otiss delivered
by the Large Hadron Collider (LHC) [2] at CERN at a centre-of-mas8aff GeV in November
2009, while during 2010 data have been collected at an unprecedemtee-of-mass energy of 7
TeV. In order to achieve its physics goal the ATLAS experiment is eqaippth several detectors,
including an inner tracking device, the Inner Detector (ID), immersed in s@dnoidal magnetic
field, which provides a precise measurement of the momentum of chargedigsa

The ID consists of three main detector subsystems: the Pixel detector, rfieo&ductor
Tracker (SCT) and the Transition Radiation Tracker (TRT) composattiftftubes. The Pixel
detector is the innermost subsystem and with its 1744 modules and 3 layershiartbeplus 3
layers in each of the endcaps it provides two-dimensional point measut®nmkhe single pixel
size is 50x 400 um, which allows an intrisic resolution 6¢ 10 um inr@ and~ 115 um in z or
R directions (parallel to the LHC beam in the barrel and radial in the enjicaps SCT detector
is composed of 4088 modules, 4 layers in the barrel and 9 layers in eablke ehdcaps, with
each module having two pairs of single-sided silicon micro-strip sensord glek-to-back with
a relative stereo angle of 40 mrad. The resolutiongns ~ 17 um, while the resolution irz in
the barrel and ifR in the endcaps is: 580 um. The silicon detectors have a coverage of up.¥o 2
in pseudorapidity. The momentum measurement of tracks is complemented fig 80 hverage
in the TRT detector, which is composed of 4 mm wide straw tubes, with a cavenadgo 2 in
pseudorapidity and a resolution®sf130 um per straw.

2. Tracking performance

2.1 Expected performance

The nominal tracking performance, as expected from studies perfomitiethe Geant4 sim-
ulation of the ATLAS detector, has been described in Ref. [3].

The trajectory of a charged particle in ATLAS is conventionally expressddrms of the
perigee parameters of a helix, which define the track at the point of tlagpsach on the trans-
verse plane to the primary interaction vertex. These parameters are thestissand longitudinal
distances of the track to the primary interaction vertex, respectively didgtand zy, and the
momentum vector, expressed in terms of azimuthal apgpolar angled and inverse momentum
1/p. The transverse and longitudinal impact parameters are then defidg@agdz x sinf. The
expected resolution for the impact parameters and for the components mbthentum vector,
representing the nominal tracking performance, can be parametrisecomithdegree of approx-
imation, with the following function:

ox(pr) = ox(=) (10 2. (2.1)

where ox () is the asymptotic resolution expected at infinite momentum gnds a constant
representing the value qfr at which the multiple scattering contribution equals that from the
detector resolution. Values for these parameters are shown in Tableviofaiifferent regions in
pseudorapidity.
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Track parameter 0.25<|n| < 0.50 150<|n| < 1.75

Ox () px (GeV) Ox () px (GeV)
Inverse transverse momentury (i) 0.34Tev? 44 0.41 Tev! 80
Azimuthal angle @) 70 urad 39 92 urad 49
Polar angle (coff) 0.7x10°3 5.0 1.2x10°3 10
Transverse impact parametelp) 10 um 14 12 um 20
Longitudinal impact parametezyx sin0) 91 um 2.3 71um 3.7

Table 1: Expected track parameter resolutions (RMS) at infinitesvarse momentungy (), and trans-
verse momentunpy, at which the multiple-scattering contribution equals fiham the detector resolution.
The values are shown for twg-regions, one in the barrel inner detector where the amolumtaterial is
close to its minimum and one in the endcap where the amountdnal is close to its maximum. Taken
from Ref. [3].

The expected asymptotic transverse and longitudinal impact parametetticmsoresemble
well the intrinsic resolution of the Pixel detectorrigp andz (=~ 10 um inr@ and~ 115umin 2).

The asymptotic track parameter resolutions can be significantly degradee éffect of resid-
ual misalignments in the ID or, in particular for the momentum resolution, by thertanaty in
the mapping of the magnetic field. At low trapk the correct computation of the track parameters
requires a precise mapping of the material in the ID, due to the contribution of feudtipttering
and of energy loss by ionisation.

2.2 Alignment

According to design specifications the effect of residual misalignments ilDtieexpected
to decrease the nominal performance expressed in terms of track paressetetions by less than
20% and the momentum scale is required to be correct withi¥o0

The tools available for the alignment of the ID include the precision survepglassembly
(O(100 um)), an optical hardware based monitoring, based on a FrequencyiSgdnterferom-
etry (FSI) system, which is able to monitor movements of the SCT structuresl itinneaup to a
precision ofO (1 um), and the track-based alignment.

While the survey has been used for a first rough alignment of the ID abk-trased alignment
is used as the main alignment tool. This makes use of the track-hit residualthe.élistance
from the extrapolated track position in a given detector module to the hitdeddn this module.
The available algorithms try to reduce the squared sum of the residual camui#i$ over a large
number of reconstructed tracks: the glofgalminimisation algorithm, which tries to minimise this
quantity while simultaneously performing a complete refit of the tracks with thateddnodule
positions, has been the most widely used algorithm so far and is descritdetdihin Ref. [4]. The
FSI system has not been integrated directly in the alignment procedutmuyétwas very helpful
in confirming the remarkable mechanical stability of the SCT support strigcture

A first pre-collisionalignment has been carried out using the cosmic rays data collected in
2008, with the solenoidal magnetic field on and off, and was used for twms&uction of the
first collision data in November 2009. However, due to the limited statistics amtbdhe uneven

1The residual significance is defined as the residual divided by its error
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illumination of the ID by cosmic rays tracks, the alignment using cosmic rays fsdiar perfect,
in particular in the endcap regions.

A first assessment of the tracking performance was also performegl e@émic rays, based
on thepre-collisionalignment, by splitting tracks from cosmic rays traversing the centre of the
ID into two halves and determining their track parameter resolution as the widtieiofresidual
distributions divided by/2. The result for the transverse impact parameter resolution is shown
in Fig. 1. Given the slightly different track selection criteria and diffetepblogy of these tracks
(higher lateral displacement from the nominal interaction point with respedilision events), the
expected value of the asymptotic resolutionfigr— co for combined ID tracks i$14.3+0.2) um,
while the measured resolution(82+ 1) um. On the contrary, the measured longitudinal impact
parameter resolution w@s12+4) um, which is not far from the expected value(@01+ 1) um.
These data point to jpre-collisionresidual misalignment in the barrel region of the pixel detector
modules (which are most relevant for the impact parameter resolution) ofdee of~ 20 um
in ther @ direction. The misalignment seems to be slightly smaller, of the order 16 um, for
the pixel detector modules in the endcaps, due to the better mechanical staltilityoae precise
positioning of these modules during assembly.
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Figure 1: Transverse impact parameter resolution determined in icosays using the half split tracks
method, compared to the corresponding values obtained méarlo simulations with a perfectly aligned
detector. Further details can be found in Ref. [5].

The alignment was significantly improved by the additional use of 900 GeV icnllgata, in
particularly in the endcaps, where the alignment provided by cosmic raysevg poor. The new
alignment configuration is defined herepasst-collisionalignment. The level of residual misalign-
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ment in collision data was tested by analysing the unbfasedk-to-hit residuals averaged over
all modules in the various sub-detectors, as shown in Fig. 2. Trackssekreted with transverse
momentum above 2 GeV and at least 6 silicon hits.
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Figure 2. Local unbiased track-to-hit residuals iip for Pixel (top row) and SCT hits (bottom row),
respectively for the barrel (left column) and for the endc&mht column). Taken from Ref. [6].

In almost all cases a significant improvement in the residuals is seen whengiimm the
pre-collisionto the post-collisionalignment and a dramatic improvement is seen in the SCT end-
caps, which were only very poorly illuminated by cosmic tracks.

The width of the track-to-hit residuals in the barrel part of the TRT detdetbich was mea-
sured to bex 141 um, while ~ 143 um was expected) is already at the nominal value, while
detailed work is ongoing to bring the measured width of residuals in the esadeap62 um)
closer to the expected valus (L35 um).

Assuming that the Monte Carlo simulation is correctly describing the intrinsidutsio of
the Pixel and SCT detectors, the squared difference between the sabasdrnominal resolution
can be interpreted as the contribution of residual misalignments of the ID tatiehit resolution,
which isax 17 um in the Pixel barrel and: 25 um in the SCT barrel. More detailed information
can be found in Ref. [6].

2The track is refitted after removing the hit under consideration
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2.3 Mapping of material

In order to correctly describe the track uncertainty due to the effect ¢ifpteuscattering of
charged particles in the detector material, of energy loss per ionisatiorimapdrticular in the
case of electrons, of bremsstrahlung, the simulation must correctly a@dooithe amount, type
and position of the material in the ID. This significantly affects the amount efggnwhich is
deposited in the calorimeter, as well.

While a lot of effort has been put into an accurate control of the typeaamount of material
during the construction phase of the detector and in translating this into aicedé$ector ge-
ometry to be used as input to the Geant 4 simulation, a precise mapping of théahdtactor
using collision data is unavoidable to reach the precision required to matchrtt®SAnominal
performance specifications.

The first attempts in this direction rely on the following methods:

e Reconstruction of photon conversions as a function of raiasd pseudorapidity

e Reconstruction of neutral Kaons using their most frequent decaynehg — " and
studying the dependence of their invariant mass distribution (central aathvidth) on the
amount of material in the ID

e Reconstruction of hadronic interactions in the inner detector (not covetbe present Pro-
ceedings, see Ref. [7])

e Study of ¢ and n dependent occupancy in the calorimeter in minimum bias events (not
covered in the present Proceedings, see Ref. [8])

2.3.1 Photon conversions

Photon conversion candidates are reconstructed starting from twa tnagttktransverse mo-
menta above B GeV. In order to improve the selection purity the following requirements ateema
on the two candidate charged particles [9]:

e They have to be oppositely charged

e Selection criteria are applied on their distance (both in 2d and 3d) and omfgezing angle

They are both required to have at least 4 hits in the Pixel and SCT detectors

They are required to be identified as electrons by using the particle idetitifigarovided
by the Transition Radiation hits in the TRT

They are required to form a vertex, where the two tracks are forceavi®iio opening angle,
with a fit x2 smaller than 5 (corresponding tgx& probability of more thams 2.5%).

As a result of this selection, a complete tomography of the ATLAS detectobeanbtained
and compared to the analogous results in the simulation, as shown in Fig.8titular the radial
distributions of photon conversions already seems to show some smallpdiscies between real
data and simulation in some support structure of the SCT detector at a risifalod from the
nominal center of the detector of around20 and~ 25 cm.
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Figure 3: Map of photon conversion candidates in 7 TeV data in Rzgplane (left) and their radial
distributions for a specific pseudorapidity region (right)

Given that that the cross section for a photon to convert into a pair dfefecis well known
as a function of the radiation lengths of the traversed material, the fractioonverted photons
can be translated directly into the radiation length of the material upstream.

X 9
% = _?ln(l_Fconv)~ (2.2)

However, the measurement of the fraction of converted photons degeuadially on the con-

version reconstruction efficiency. Work is ongoing to extract the effgig¢o reconstruct photon
conversions from data, which is an essential ingredient to get a hamttie systematic uncertainty
associated with this measurement.

2.3.2 Reconstruction of neutral Kaons

Another very useful handle on the amount of material is provided by genstruction oKs
candidates starting from their" 1~ decay products and by requiring them to form a good vertex
(Prob(x?)> 0.01%), to have a transverse distance from the primary vertex above 4 thensamall
angle 8 between th&s candidate direction of flight and the momenta of both its decay products,
with cos(8) > 0.999. The invariant mass of thokg candidates in data is shown in Fig. 5.

TheKg invariant mass peak occurs at 4827+ 0.006 MeV (error is only statistical), while the
nominal PDG value is 49814+ 0.024 MeV [11]. The deviation from the PDG value is therefore
0.04%, which is not far from the nominal precision of the mapping of the magfield (0.02%).

The Gaussian width is measured to hé(®MeV, while Monte Carlo simulations predict it to be
5.42 MeV. More details can be found in Ref. [10].

The peak position and the width of th&g invariant mass peak are also very sensitive to the
amount of material in the ID, while the sensitivity to residual misalignment shoallidvs, since
the averagegor of charged pions fronks is around M GeV. This has been studied in 900 GeV
data in Ref. [12]. A comparison of tH&s peak values as a function of detector radius between data
and simulation in 900 GeV data is shown in Fig. 5. The deviations from simulati&misedata
are well below 01% and are an indication that the average amount of material in the simulation is
correctly described within a few percent.
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Figure 4: Invariant mass distribution fadks candidates, compared to Monte Carlo prediction separately

shown for the signal and the background components. Onlgidates reconstructed in the barrel region of
the tracking detecton < 1.2) are shown here. Taken from Ref. [10].
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Figure5: Peak value of th&g invariant mass distribution as a function of detector radaxpressed as a
ratio of data over simulation, on the left for the nominal AT& simulation and on the right for two set of
simulated events, where 10% and 20% additional materiabées included into the simulation in the ID.

2.4 Comparison of track related observables between data and simulation

In order to correctly describe the charged particles reconstructiaiesifies and related track
parameter resolutions, the simulation needs to match the data with a high degezeiaicy. A
first important check is whether the number of hits along a charged particleitr the Pixel and
SCT detector are correctly described in the simulation. This is shown in Figmniimum bias
events for tracks passing the quality criteria required for the impact péeaibesed-jet tagging
algorithms. According to these criteria a track needs to have at least 7 siltspwith 2 hits in the
Pixel detector and at least one of these in the innermost Pixel layerditoathe transverse impact
parametefdp| is required to be smaller than 1 mm, the longitudinal impact pararfgtersin(6) |
is required to be smaller than 1.5 mm and the transverse momentum to be abdve 1 Ge

The comparison between data and simulation shows that the hit patterns a@loaged par-
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Figure 6: Number of hits-on-track in the Pixel (left column) and theTS@etector (right column), first
in absolute terms (top row) and then differentially as a fiomcof pseudorapidity (bottom row). The data
points are overlaid to the distributions expected from Madarlo simulation. Taken from Ref. [13].

ticle track in data are well reproduced by the Monte Carlo simulation.

Another distribution which is particularly sensitive to the efficiency of apgyimeb-tagging
guality track selection and which has an important impact on the impact paraesertion is the
fraction of charged particle tracks with a hit in the innermost pixel Laybickvis shown in Fig. 7.
Once hits corresponding to the few not operational Pixel modules ahedext; around 9%% of
the tracks turn out to have a hit in the innermost Pixel layer, with the fractorglslightly higher
in data than in the simulation.

A comparison between data and simulation for the resulting transverse aitdithnal impact
parameter distribution is shown in Fig. 8. The impact parameter distributionfigirdyswider in
data than in Monte Carlo, but one should keep in mind that the simulation is basadideally
aligned detector geometry and therefore does not account for theesedfieresidual misalignment.
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Figure 7: Fraction of tracks with a hit in the innermost Pixel layer.t@ls can be found in Ref. [13].

3. Primary vertex reconstruction

A primary vertex reconstruction algorithm is used to determine the position giriheary
interaction vertex and of possible additional pile-up interactions taking pfatiee same bunch
crossing. The vertex fit smoothly down-weights outliers, based on thek toavertexy?:

X*= % (X Y (r:rk2> : (3.1)
k=1 ] Ok i

where the index is summed over the number of trackisused in the vertex fit andy is a re-
weighting factor which changes fit iteration after fit iteration and depemdthe level of com-
patibility of the track to the present vertex position. The vertex fit is theeefobust against the
presence of outliers from secondary interactions or additional pilereite Far outliers, compat-
ible with thebeam-spobn the transverse plane, are used to seed additional vertices. Tedprec
is iterated until all possible signal and pile-up vertices are found. Theidate signal vertex is
selected as the vertex with the highe;ﬁp%i of the tracks, where the indexcorresponds to alll
tracks attached to a vertex. More details about the vertexing algorithm &rst atudy of the
vertex performance, including an estimate of the vertex resolution in data in nminbias events,
can be found in Ref. [14].

The reconstructed primary vertices distribute according to the three-dionahduminous
region. The luminous region is periodically extracted through an unbinneléhiitod fit, by decon-
voluting the intrinsic primary vertex resolution on a vertex by vertex basidgasribed in detail
in Ref. [15] (Fig. 9). A careful monitoring of the vertex error is neededrder to make sure the

10
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Figure 8: Distribution of transverse (left) and longitudinal (rigfmpact parameter for tracks passing the
b-tagging quality selection.

deconvolution procedure is working properly. This can be obtaineddwyetiex splittingmethod,
which has been studied both in Ref. [14] and Ref. [15].
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Figure 9: Primary vertex distributions in the-y plane (left) and in the-z plane (right) in 7 TeV data,
uncorrected for the effect of finite resolutions. The reBotucorrected fit results are also shown on top.
These data correspond to unsqueezed beam ofitics11 m). Only primary vertices with at least 10 tracks
are selected. Taken from Ref. [15].

Once the luminous region is determined, it is used in the main reconstructiogspiog step
as a constraint for the primary vertex reconstruction. This significantlyawgs the transverse
resolution of the primary vertex, in particolar in soft events with no tpglactivity.

3.1 Measurement of impact parameter resolution

In Ref. [13] a method has been established to measure the impact paragsetation di-

11
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rectly in data, by considering only the core impact parameter resolution,oid #we influence
of charged particle tracks from secondary interactions, and by ungpttle effect of the primary
vertex resolution, with respect to which the impact parameters are computed.

Given the limited amount of integrated luminosity available at the time of this studyb(19,n
the statistics allowed to measure the transverse impact parameter resolutiotransterse mo-
menta of~ 15 GeV. The result in terms of unfolded transverse impact parametdutiogois
shown in Fig. 10 for a specific pseudorapidity region correspondingptoteof the barrel region of
the ID and is compared to Monte Carlo simulations.
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Figure 10: Unfolded transverse impact parameter resolution measnrddta (full circles) as a function
of pr for values of the polar angle.40rr < 6 < 0.50rt, compared to the expectations from Monte Carlo
simulations (triangles). For reference, also the resmiuliefore unfolding is shown (open circles). Taken
from Ref. [13].

While at low transverse momenta, where the resolution is dominated by theadffaaltiple
scattering in the detector material, the agreement between data and simulatidwe ifeat percent
level, at higher transverse momenta the disagreement starts to be signifieahing~ 15% at
pr = 15 GeV. This is most probably due to the effect of residual misalignmentedfihwhich is
not taken into account in the simulation.

It would have been very interesting to extract the asymptotic resolutigqurfes co (gg, () of
Eqg. 2.1), i.e. the transverse impact parameter in the absence of any mubiifpéziag contribution,
however no model was found to extrapolate in a realistic way the presenpdats to highepr
values than those presently available. The model of Eq. 2.1 is not sutijcaacurate to allow
for such an extrapolation. Therefore the data points argung15 GeV were used to select the
region of the presenpt spectrum which is less sensitive to the effect of multiple scattering and
most sensitive to the intrinsic detector resolution and effect of residualigmnszents of the ID.
The resulting transverse impact parameter resolutions at15 GeV are shown in Fig. 11 and
compared to the expected values from Monte Carlo simulations.

Assuming that the intrinsic detector resolution is correctly reproduced bsitgation, the
difference between the measured and expected resolutions can beeteigip terms of residual

12



ATLAS Alignment, Tracking and Physics Performance Results Giacinto Piacquadio

'g‘ 30? T T T { T T T 1T T T { T T T T { 1T T T { T T T T { T

i * Data 2010 ; 1

2 r . Dijet MC 1

=) B ]
o

o 20 T

L ; —4 a

o T L 4 ]

© C T . ]

15 e -

10F .

- \s=7TeV ]

S NS 7]

L ATLAS Preliminary ]

0 11 1 l ) I l ) I l ) l ) I l ) l ]

0 0.5 1 1.5 2 2.5 3

0 [rad]

Figure 11: Unfolded impact parameter resolutions determinegratl5 GeV as a function o, compared
to the expected resolutions from Monte Carlo simulatioauasng a perfectly aligned detector. Taken from
Ref. [13].

misalignment of the ID. If interpreted in this way, the result points to a contributionisalignment

to the transverse impact parameter resolution: df0 um in the barrel part, which is not far from

~ 7 um target corresponding to a degradation of the transverse impact pgarassolution of a
perfectly aligned detector (10m, see Table 1) of less than 20%. At higher pseudorapidities the
effect of the misalignment on the transverse impact parameter resoluti@asesr up tex 15-

20 um.

Already at this stage of the commissioning of the ID, the transverse impacthpter of tracks
seems to be better constrained than the absolute position of the single Ineetobenodules (as
described in Sec. 2.2), most probably thanks to the use ob¢aen-spot constrainduring the
alignment procedure, which constraints all primary tracks to pass thrilggbeam-spobn the
transverse plane during the alignment procedure. This constraint isflesgve in the endcaps.

4. Reconstruction of cascade decays

During the first months of data taking similar studies as in the case of neutpakiKBecaying
to pair of oppositely charged pions have been performed with more cometay adhain topolo-
gies, as the invariant mass distributionsof, Q, = andK* candidates in Fig. 12 show. In most
of the cases wrong-charge combinations of the decay products atdaisstimate the level of
combinatorial background from data: in most of the cases this estimate m#tetiegariant mass
sidebands very well.
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In all cases the fitted peak mass values agree with the nominal PDG valums:eaample,
the = mass distribution peaks #13222+0.07(stat)) MeV as opposed to a nominal value of
(132171+0.07) MeV and theQ mass distribution peaks 616728+ 0.3(stat)) MeV as opposed
to a nominal value 0f167245+ 0.29) MeV. This again confirms the quality of the mapping of the
magnetic field and of the estimate of energy loss per ionisation of chargidgsawhile traversing
the detector material.
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Figure 12: [top left] Distribution of mass difference betweknt andK rirg system, for thd** candidates
(decay chainD** — DO — (K~ ") r). [top right] Invariant mass of th& candidates (decay chain:
= — i\ — m(pm). [bottom left] Invariant mass of th@ candidates (decay chai® — KA — K (pm)).
[bottom right] Invariant mass of thi€* (890) candidates (decay chaik:* — nK‘S) — m1(mm)). Taken from
Refs. [16]-[17].

5. Early commissioning of the b-tagging algorithms

Since an early application dftagging to thetop-quark analysis is planned, in order to im-
prove the signal-to-background ratio and contribute to an earlier adtsamof thetop-quark sig-
nal at\/s= 7 TeV, the main focus at the moment is the commissioning of the simipiegiging
algorithms available in ATLAS:

14



ATLAS Alignment, Tracking and Physics Performance Results Giacinto Piacquadio

e TrackCounting based on counting tracks with higilgnedtransverse impact parameter sig-
nificance;

e JetProh relying on the resolution function for prompt tracks, where the probalsilite
tracks in a jet to be prompt are combined into the probability for a jet to be a ligiitit jet
(containing au,d,s quark or gluon);

e asecondary vertex based algorithm, which relies on the explicit recotistrof a secondary
vertex and on itsigneddecay length significance.

The first two algorithms make only use of the transverse impact parametéicsigoe of
tracks &, = do/0(dg)). The lifetime sign is defined using the jet direction measured by the
calorimeters: it is positive if the angle between the jet direction and the line jothingrimary
vertex to the point of closest approach is less than 90 degrees, whilegasive otherwise. Tracks
from b- andc-hadron decays will have mostly positive lifetime signs, while prompt trackshaile
randomly distributed lifetime signs.

5.1 Impact parameter based methods

TheTrackCountingnethod is based on a simple cut on the three tracks with the highest impact
parameter significance. A comparison of these three distributions betwatsand simulation is
shown in Fig. 13. Apart from some differences in the core resolutioighwivas already pointed
out in the present proceedings, 900 GeV data and Monte Carlo simulatiee fairly well over
many orders of magnitude.

TheJetProbalgorithm is more sophisticated and is based on the determination of the resolution
functionR(S,) for prompt tracks. This can be obtained in data from tracks with negatetantié
signs, which are mainly prompt tracks, and has been parametrised withpepssition of two
Gaussians and two falling exponentials. The various components of tliSdiirare shown in
Fig. 14.

In order to take the slightly different core resolution in data and simulation irtowent, the
resolution function was separately determined in data and simulation and amgspsttively to
data and simulation. This allows for a comparison between data and simulation takéshthis
difference into account, since the effect expected due to the slightlyetiffeesolution on tracks
with real lifetime fromb- or c-decays is small.

The light-jet probability resulting from applying tldetProbalgorithm on data and simulations
is shown in Fig. 15. A good agreement is found, except for a small ¢iaoy at very low light-jet
probability. However, a good agreement does not necessarily imply thattdgging efficiency
for taggingb-jets and for rejecting light andjets is reproduced correctly in the simulation, since
this depends also on whether the fractiotv,af and light-jets in minimum bias events are correctly
predicted in the simulation.

5.2 Secondary vertex based methods

Using as input tracks matched to a jet, the secondary vertex lhaseing algorithm looks
for pairs of tracks compatible with a displaced vertex. Then all two-tractices having an in-
variant mass compatible with the decay ol(g or of aA particle or with a photon conversion
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Figure 13: Distribution of the first (top left), second (top right) ardrt! (bottom) highest impact parameter
significanceSy, for 900 GeV data (black points) and for simulation (plaintdggams). Those distributions
are used by th&rackCountingagging algorithm. Taken from Ref. [18].

are not further considered. Two-track vertices corresponding torialait@eractions in the first
Pixel layers are removed, as well. The remaining charged particle treeksed to fit an inclusive
secondary decay vertex, whichlifets will mostly correspond to the inclusite/c-decay vertex.

After applying the secondary vertdxtagging algorithm on minimum bias events in 7 TeV
data and in simulation, the decay length significance distribution as shown ihé-ig.obtained.
In this case, the agreement between data and simulation is not perfectasioa fer this might
be the slightly different core resolution in data and simulation, which coulicpéarly affect the
fraction of mistagged light-jets.

Since the invariant mass of the charged particle tracks forming the segorettices is not
used yet as an additional discriminator for improvinglitagging performance, it is interesting to
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Figure14. Distribution of the transverse impact parameter signifiest, of tracks for tracks with negative
do in 7 TeV data, symmetrised arouisd, = 0 and fitted with the superposition of a double Gaussian and
two falling exponentials. Taken from Ref. [18].

look at this distribution without and with a cut on the secondary vertex decagth significance.
This is shown in Fig. 17. While the agreement in both cases is not perfesigthiicant increase
of the high vertex mass tail of the distribution after the cut on the decay leigjificance is a
pretty convincing indication that rebtjets are indeed being selected here.

Further studies are ongoing both to determinedti@gging efficiency and light-jet mistagging
rates directly from data and to understand the remaining discrepanciesdpetata and simulation.

6. Conclusions and outlook

The ATLAS Inner Tracking Detector is performing extremely well. The aligntref the
Inner Detector has made significant progress with the use of 900 GeMaMiata, allowing for
track parameter resolutions to be obtained which are not too far from nbexipectations, and the
higher amount of higlpy tracks which are already available in the currently collected 7 TeV data
sample will allow to further improve the alignment precision.

The precise description of the material in the Inner Detector is crucial recty describe
the tracking performance in data. The reconstruction of short-livetitjes asKg shows that the
momentum scale is close to nominal, pointing both to a good description of thegyaareunt of
material and to a very good quality of the magnetic field mapping. Methods arg teeveloped
to use photon conversions to measure the radiation lengths of the materialnménd®etector as
a function of the detector radius and pseudorapidity and work is ongoiggtta handle on the
systematic uncertainty connected with the photon conversion reconstratfimency.

First tracking performance studies in 7 TeV data show a fair agreeménede data and
simulation. The hit efficiency in the various layers of the Pixel and SCT teteseems to be
correctly reproduced by the simulation. A more quantitative estimation of thevieese impact
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Taken from Ref. [18].
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Figure 16: The three-dimensional decay length significance, signed smeispect to the calorimeter jet
axis, for all secondary vertices reconstructed in datatevénarkers). The expectation from simulated
events (histogram) for non-diffractive minimum bias eemormalised to the number of jets in the data, is
superimposed. Taken from Ref. [19].

parameter resolution shows that the resolution in data atgewwhere the effect of multiple
scattering is dominant, is within few percent from simulation, while at highethe additional
degradation due most probably to residual misalignment turns out4oleum in the barrel and
up to~ 20 um in the endcaps.

Firstb-tagging studies in 7 TeV data show that the impact parameter tails due to teaqees
of secondary tracks not only fromand c-decays, but also from photon conversions, short-lived
particles and material interactions are described fairly well in the simulatiore cbmparison

18



ATLAS Alignment, Tracking and Physics Performance Results Giacinto Piacquadio

%] [2]
o 290 SVO selection o SVO selection
S ©
5 200 Simulation 5 Simulation
s 180 B b jets £ B b jets
3 160 @3 cjets 3 @ cjets
140 R light jets W light jets
igg + Data 2010 + Data 2010
80 Ns=7TeV,L=0.4nbY Ns=7TeV,L=0.4nb?
60 ATLAS Preliminary + +ATLAS Preliminary
40
20
0 al i | g |
0 1 2 3 4 5 6 5 6
m,,, [GeV] m,, [GeV]

Figure 17: (left) The vertex mass distribution for all secondary \ve&$ in data with positive decay length.
The expectation from simulated events, normalised to tiheb®u of jets in the data, is superimposed. (right)
Same distribution, but for all secondary vertices with gdeagth significance greater than 7.

between data and simulation for the discriminating variables of the simplesfging algorithms
available in ATLAS which are being commissioned right now looks promisingartiqular for the
JetProbalgorithm. Work is ongoing to understand the origin of some discrepancietharplan
is to finish the commissioning of the simpldstagging algorithms and to measure thetagging
efficiency and light-jet mistagging rates in data very soon, in order to cotériio thetop-quark
observation at/s=7 TeV.

References
[1] The ATLAS Collaboration,The ATLAS Experiment at the CERN Large Hadron Colli@éns,
JI NST 3 S08003
[2] Lyndon Evans and Philip Bryant (editoré)HC Machine 2008,J1 NST 3 S08001

[3] The ATLAS CollaborationExpected Performance of the ATLAS Experiment - Detectiggéirand
Physics 2009,CERN- OPEN- 2008- 020 [hep- ph/ 0901. 0512]

[4] P. Bruckman, A. Hicheur, S. Haywoo@lobal x2 approach to the alignment of the ATLAS silicon
tracking detectorsATLAS- | NDET- PUB- 2005- 002

[5] Ryan, P. et al.The ATLAS Inner Detector commissioning and calibratReil0
[hep- ph/ 1004. 5293]

[6] The ATLAS CollaborationAlignment performance of the ATLAS Inner Detector Tracl8ggtem in 7
TeV proton-proton collisions at the LHBTLAS- CONF- 2010- 067

[7] The ATLAS CollaborationMapping the material in the ATLAS Inner Detector using seeon
hadronic interactions in 7 TeV collisionATLAS- CONF- 2010- 058

[8] The ATLAS CollaborationProbing the response of the ATLAS electromagnetic caldeinad
material upstream with energy flow frogis =7 TeV minimum bias events
ATLAS- CONF- 2010- 037

[9] The ATLAS CollaborationPhoton Conversions af's= 900GeV measured with the ATLAS
Detector ATLAS- CONF- 2010- 007

19



ATLAS Alignment, Tracking and Physics Performance Results Giacinto Piacquadio

[10] The ATLAS CollaborationKinematic Distributions of KOs and Lambda decays in callisdata at
\/S=7 Te\, ATLAS- CONF- 2010- 033

[11] Amsler, C. et al.Particle Data Group 2008,Phys. LettB667

[12] The ATLAS CollaborationStudy of the Material Budget in the ATLAS Inner Detector \K@h}lecays
in collision data at,/s= 900GeV, ATLAS- CONF- 2010- 019

[13] The ATLAS CollaborationTracking Studies for b-tagging with 7 TeV Collision Datatwiite ATLAS
Detector ATLAS- CONF- 2010- 070

[14] The ATLAS CollaborationPerformance of primary vertex reconstruction in protomyon collisions
at./s=7TeV in the ATLAS experimeiTLAS- CONF- 2010- 069

[15] The ATLAS CollaborationCharacterization of Interaction-Point Beam Parametersrigshe pp
Event-Vertex Distribution Reconstructed in the ATLAS Eteteat the LHC
ATLAS- CONF- 2010- 027

[16] The ATLAS CollaborationD*) mesons reconstruction in pp collisions#@ = 7 TeV,
ATLAS- CONF- 2010- 034

[17] The ATLAS CollaborationPbservation ok, Q baryons and K(890) meson production at
\/s=7TeV, ATLAS- CONF- 2010- 032

[18] The ATLAS Collaborationimpact parameter based b-tagging algorithms in the 7 TeV/sioh data
with the ATLAS detector: the Track Counting and JetProb @ligms, ATLAS- CONF- 2010- 041

[19] The ATLAS CollaborationPerformance of the ATLAS Secondary Vertex b-tagging Atgarin
7 TeV Collision DataATLAS- CONF- 2010- 042

20



