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We review the capabilities of the EVN Mk IV Data Processor IME] with special emphasis
on the new recirculation feature that provides higher speogsolution for observations using
< 8 MHz subbands that would otherwise have been limited byrigatiie number of baselines
or polarizations. We then move to the real-time e-EVN facithat has matured over the past
couple years to the point where sustained 8-9 station Glges'adtions are routine (from the Pl's
perspective...). With the advent of such a real-time arttay,number of target-of-opportunity
observations has proliferated, clearly having touchedrd-pp demand. We conclude with a
glimpse into the new SFXC software correlator at JIVE, wHiels been processing ftp fringe-
test observations within Network Monitoring Experimerdsiinore than three years, and recently
completed correlation of its first user experiment that negLpulsar gating.

The Science Operations & Support Group at JIVE continuesdwigle assistance for all phases
of user experiments — from proposing and scheduling, thicz@yrelation, to analysis of the
resulting FITS data. Campbell (ZO(EB [1]) presents a morepdeta review of the resources avail-
able and the pre- and post-correlation operational flowse [F¥N web-pade and the (revised)
PIVE web-pade are the broadest sources of information. [T Bsers” Guidk provides the
best “first-stop" for on-line help, with links to more exptibelp geared towards the specific tasks
encountered in conducting EVN experiments (proposingdaling, correlating, analyzing). Al-
most all EVN and global proposals are now submitted throhelfE&VN proposal topl (target-of-
opportunity and short observations are the exceptionsi [EWIN Archivé contains FITS files,
standard plots, station feedback, and pipeline result, sécurity provided in accordance with
the|EVN data access pollcy. In order to facilitate visits B or other EVN institutes, the EC
provides a trans-national access program for eligible ix@ats. See thge Access to the HVN
web-page for the latest details.
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1. Capabilities of the EVN MKk IV Data Processor

The EVN MKV data processor can correlate simultaneously up to 16 statiitimnd. 6 chan-
nels per stationi.e., either 8 dual-pol or 16 single-pol subbands (SBs), each having a maximu
sampling rate of 32 Msample/s (16 MHz Nyquist-sam@¥d,). This provides for a total record-
ing rate of 1 Gbps per station using 2-bit sampling (VLBA antennas caemilyrparticipate in
global observations with EVN stations recording 1 Gbps by using 1-bit kagnat 512 Mbps, to
maintain uniformNg, and BW, throughout the array). We can currently correlate/providg: (
Mark 5A or Mark 5B recordings (5B playback via 5B or 5A+i)i) (up to 2048 frequency points per
baseline/subband/polarizatiasi, §1.1; {ii) oversampling at 2 or 4 times the Nyquist frequency, in
order to provide subband bandwidths down to 500 kii{g;f(ll-correlator integration times down
to 0.25scf. §1.2; and ) real-time e-VLBI operationgf. §2.

1.1 EVN MK 1V Correlator Capacity

The single-pass MK IV correlator capacity can be expressed:
stta' Nsb - Npol - Nirg < 131072 Z. (1.1)

Here,Nsq is the number of frequency points per baseline/subband/polarizédigns the number

of polarizations in the correlation (1, 2, or 4), aNg, is the number of subbands, counting lower-
and upper-sidebands from the same BBC as distinct SBs. The valueftor g is “granular” in
multiples of 4 €.g., if you have 5-8 stations, use 8). Independent of equétign 1.1, the maximu
number of input channelN,- Npo|H) is 16, and the maximurNq is 2048 (a single interferometer
must fit onto a single correlator board).

Recirculation time-shares correlator chips in the case that the observdtiotigequire the
correlator to operate at its maximum rate.( < 32 Msamples/s, 0BWsp, < 16 MHZz). This effec-
tively increases the correlator capacity for such experiments: more dagsecprocessed in what
otherwise would have been idle correlator-chip cycles. The recirculégitior in equatior 11 is
# = 16 MHz/BWgp, (for Nyquist sampling), up t&max = 8. However, the maximuriq would
remain 2048, as discussed above. The principal beneficiaries afulation would be line exper-
iments whose spectral resolution would be limitedNay, or Npo — then EVN now has reliably
> 8 stations able to observe OH or methanol maser emission, and interest itokés$napping
of these masers is growing. Some experiments may prefer 16 MHz subbilosger data rates
(e.g., extra-galactic HI absorption); these would not be able to gain fromodation.

The combination ofNiq and BWsp, sets the velocity spacing of an observation/correlation in
terms of velocity per frequency-point. The fundamental equation is:

c Bst/ Nfrq
Vobs

Av = (1.2)
Table 1 shows some configurations that would require the full correlaoadity to configure.
Note that with recirculation, the correlator capacity has become a functiBigf Table 2 shows
velocity spacings provided by the maximuRy, = 2048 for various combinations of spectral
lines andBWsp. Recirculation and oversampling have been shown not to work well tag¢tives
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| Nsta | Nsp [ BWep | Npoi | Nig | 2 | comment |
5-8 | 1 16 1 |2048| 1 | EVN spectral-line (no Recirculation)
58| 1 16 4 512 | 1 with cross-pol
9-16| 1 16 1 512 | 1 | global spectral-line (no Recirculation)
9-16| 1 8 2 512 | 2 | new modes with Recirculation
9-16| 1 2 2 |2048| 8
9-16| 1 2 4 |1024| 8

|9-16] 8 | 16 | 4 | 16| 1 | global continuum Gbps cross-pol

Table 1: Examples of “maximal” correlator configurations.

BWsp [MHZ] ‘ H(142@ ‘ OH(1665) ‘ CH3OH(666& ‘ H20(22233 comment

16 1651 1408 351 105
2 206 176 44 13
0.5 52 44 11 3.3 no Recirculation

Table 2: Velocity spacing [m/s] folNiq = 2048, for various spectral lines aBilVsy,

BW;p < 2 MHz could not use recirculation. Sincg = 8 for 2 MHz subbands, recirculation pro-
vides a greater boost to total spectral capacity than does oversamplingearimot achieve veloc-
ity spacings below those of the 2-MHz row in table 2 because of the hard maxofiNg = 2048
per baseline/SB/polarization.

1.2 Output Capacity

The minimumt;,; for a configuration using the whole correlator i$4%; some modes using
no more than half the correlator can achiey@ 4. With recirculation, the minimurty,; would
be increased by a factor o# from its nhominal value. The recirculation choices at correlation
are#Z = 16MHzBW;, or Z = 1 (i.e., recirculation off) — thus requiring shott; may sacrifice
some spectral resolution for narrow-bandwidth experiments. FITS @Rdting from maximum
correlator-output rate grow at about 7—10 GB per correlator pasbque of observation. The
record for the largest total size of output FITS files for a single epdancaexperiment remains
1028.7 GB, but data-sets in the range of a few hundred GB are growirggenormon.

The combination of shotf,; and largeNqq, provide a wide-field mapping capability through
reduced bandwidth- and time-smearing effects inuheplane. Thgd EVN calculatpr evaluates
field-of-view limitations using the formulation of Wrobel (199§ [9], §21.7.5)here is also a
perhaps non-intuitive conflict between sensitive 1 Gbps recordirdjtharfield-of-view limit from
bandwidth-smearing. A Gbps rate implies thgg- Npo in equation [[1]1) will be 16 (no cross-pols)
or 32 (with cross-pols), anBWsp, will be 16 MHz (thus no gain from recirculation). An 8-station
Gbps experiment without cross-pols can get at niNagt= 128 in a single correlator pass, with a
resultingFoVew ~ 6./6/B10oo, WhereBiooois the longest baseline length in units of 1000 km. This
would be (cumulatively) halved if using cross-pols and quarterdlif> 9.
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2. Real-timee-VLBI inthe EVN

Real-time e-VLBI has become a proposal-driven operational mode withig\ihne with sup-
port from thel EXPR4S (2006-9) ahd NEXPReS (2010-present)gpsdiended by the EC (DG-
INFSO). The first proposal-driven e-EVN observation was on 18cd&006, using six stations
at 256 Mbps. Szomoru (200§ [8]) and Campbell & Szomoru (2009 [Rlyide a review of e-
EVN developments through September 2008 and September 2009, rnesgectie combined ef-
fects of technical advances in the networks, stations, and correlat®ehabled routine sustained
1024 Mbps real-time observations for some time now. Ef, Wb, Jb, On, @irMdncan transmit a
full 1024 Mbps data rate. However, this can not fit through a stand&ps fibre link; stations
currently in such a situation (Mc, Ys, Hh) can participate via “channeljpirap operating in the
station’s Mark5 unit — in this case, 7 of the 8 dual-pol subbands areniittesl without loss and
the remaining one is not sent, providing a solution to reducing the bandwidthintofthe avail-
able fibre that is more predictable than was the earlier packet-droppiagsmission from Jodrell
Bank has included 1024 Mbps from a home station plus up to four (micrelireked) MERLIN
out-stations at 128 Mbps each; in principle we should be able to achieveMlf}ss and 768 Mbps
from the two home stations.¢€., full Jb1 plus 6/8 subbands from Jb2 for help in phase-steering,
with channel-dropping from Jb2). Arecibo and Sheshan are limited to 28Nbr now, with Ar
able to reach 512 Mbps during early morning (local) hours. [The e-Vi&Us table provides the
current capabilities and scheduled observing dates of the e-EVN array

The gains in the number of e-capable stations and the achievement of &pstks have
provided a highly competitive e-EVN array in terms of sensitivity and u-\ecage. The key dis-
tinctions of the real-time e-EVN are the extremely reduced latency in recedainglation results
— we can provide final FITS files within a day of the end of observationspime cases the same
day — and the more frequent observing opportunities. For sourcegahabn short time-scales
(flaring X-ray binaries, gamma-ray bursts and other transients, justdaegh supernovae) such
short-latency high-resolution VLBI results can be vital to adapting olisgactics based on the
source’s behavior. Increased density of observing epochs tellerusual thrice-annual EVN ses-
sions also provides the potential for better synchronization of VLBI mlagiens with campaigns
at other wavelength bands, or for better monitoring of kinematics or popnletianges.

e-EVN observing sessions are currently scheduled for 24 hoursesarpanged dates, about
once per month. There have been a few paired dates 2—-3 days aparinio following source
changes on shorter time-scales. Proposals for e-EVN observat@nswarsubmitted in the same
fashion as are other EVN/global proposals at the thrice-annual deadiimd compete for the
available time with their peers based on the grades of the EVN programme comuiittkzss of
“triggered" proposal enables e-EVN observations of a pre-selsciaate when its behavior prior
to an e-EVN session shows that it has entered an interesting state. @hcz tsiggered proposal
has been accepted, the proposing group only needs to submit a stg@t tequest up to 24 hours
before the start of an e-EVN session to be considered for obsenwatibat session. There have
been six such triggered observations. As always, target-of-oppiyrt{ToO) proposals may be
submitted at any time following the usual EVN procedures. The developm#rd bfgh-sensitivity
real-time e-EVN network has spurred interest in such ToOs, to judgetfreimincreasing numbers.

Since the beginning of proposal-driven e-EVN observations througletid of November
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Figure 1. Growth of e-EVN observing. Left-hand panel: annual EVN natahours, with e-EVN contri-
bution in green. Right-hand panel: evolution of annual rekMours by type of e-EVN observation.

2010, there have been 97 observations from 67 proposals for a fof&B®d hours. These ob-
servations represent 32 different Pls. The left-hand panel ofefffjishows the growth of e-EVN
observations on top of the traditional tape/disk-based observationggldninning). Since 2004,
the number of recorded EVN network hours has not deviated much foboot 80 hours (the hor-
izontal dashed line), barring a reduction in 2006 stemming from maintenanteowd:ffelsberg.
e-EVN observations have grown to 274.5 hours so far in 2010 (with untieelr scheduled e-EVN
day to come in 2010), more than 28% of the total observing time. The right{vemal of figuré L
shows the evolution of the composition of the e-EVN observations and tlvérgyomportance
of real-time ToO experiments — so far in 2010, more than half the total e-E\&droing time
(138 hours in 15 observations from 11 proposals). Some ToOs havéalsded Australian and
Japanese stations in the real-time correlation (at 512 Mbps).

3. Software Correlation on SFXC

SFXC is an FX-based distributed software correlator based upon thaat@n algorithms
developed for observing the descent of the Huygens probe onto Fagrgbenko et al[][6][][7]),
adapted to wide-field applications. Its development is/has been partlyecbuader EXPReS,
NEXPReS, and the SCARIe projects. It currently runs on a dedicatatbdé, 128-core clus-
ter, with quad-rate Inifiband (40 Gbps) connections among the nodés.sitfices to correlate a
512 Mbps experiment on a 9-station array in real time. We hope to be abldgasadouble the
size of the cluster in early 2011. See Kettenis et al. (2p[10 [4]) for mohmieal details.

From an astronomical viewpoint, SFXC enables observations that acamently possible on
the EVN MKV correlator. Principal among these are pulsar observatitthsgating and binning.
SFXC can provide an arbitrary number of equally-spaced bins within efseegate (fraction
of a pulse-period), each bin resulting in a separate output correlatislugr Traditional pulsar
gating as a means to boost SNR on pulsar detections (to use, say, faretsfjovould correspond
to one bin. We have completed correlation of the first user experiment ¥&€ $teluding the
pulsar gating capability in November 2010. SFXC also avoids the hard apemtd output-rate
limitations discussed in§1.1 & 3.2, thus has a natural affinity for spectral-tipergnents needing
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better velocity spacings than in tables 1 and 2, and for wide-field mappiragiments. As an FX
correlator with true (analytic) station-based fringe-rotation, SFXC algeigees better phase-noise
characteristics; Pidopryhora et al. (200P [5]) present some coroparif the Mk IV, SFXC, and
DiFX correlators. A part of NEXPReS addresses integration of SFXC thitreal-time e-EVN
observations, and also the possibilities for globally distributed correlatietiékis et al. 2009]3]).

We have been using SFXC (on a smaller cluster) since June 2007 toptbedtp fringe tests
that take place during the Network Monitoring Experiments in each frequarmgession of EVN
sessions. An automatic-ftp feature in the Field System copies a specifigahpaira scan from
the station’s Mark5 pack to a linux file and ftp’s it directly to JIVE, where thé/al of new data
is detected, correlation performed, and results posted to a web pagbkvilthe stations. These
ftp fringe tests have been very successful in identifying problems eaolygh to allow stations to
repair them before user experiments would have been affected.

Acknowledgments

The European VLBI Network is a joint facility of European, Chinese, t8oAfrican and
other radio astronomy institutes funded by their national research cauridiis effort/activity
is supported by the European Community (EC) Framework Programme (Relv@nced Radio
Astronomy in Europe, grant agreement No. 227290. EXPReS was adted infrastructure
initiative (13) funded under the EC FP 6, grant agreement No. 0268&EXPReS is an I3 funded
under the EC FP 7, grant agreement No. RI-261525. SCARIe hasfhaded under subsidy
No. 643.200.504 from the Nederlandse Organisatie voor Wetensdljia@pederzoek (NWO).

References
[1] R.M. Campbell,Recent Results from the EVN MKV Data Processor at JIVE, in proceedings ofhe
9™ EVN Symposium, 2008 PoS( | X%20EVNYR0Sy nposi um 042]

[2] R.M. Campbell & A. Szomorue-VLBI and Other Developments at the EVN Mkl V Data Processor at
JIVE, in proceedings oThe 19" European VLBI for Geodesy and Astrometry Working Meeting, 79,
2009w, u- bor deaux1. fr/ vl bi 2009/ pr oceedgs/ 19 Canpbel | . pdf]|

[3] M. Kettenis, A. Keimpema, D. Small, & D. Marchad;VLBI with the SFXC Correlator, in
proceedings oThe 81" International e-VLBI Workshop, 2009 PoS( EXPReS09) 045,

[4] M. Kettenis,SFXC: a Distributed Software Correlator for VLBI, in proceedings ofhe 10" EVN
Symposium, 2010,PoS( 10t h%20EVNYR0Sy nposi unj 084,

[5] Y. Pidopryhora, A. Keimpema, & M. Kettenighe Latest Tests of the SFXC Software Correlator, in
proceedings oThe 8™ International e-VLBI Workshop, 2009 JPoS( EXPReS09) 046].

[6] S.V.Pogrebenko et aMLBI Tracking of the Huygens Probe in the Atmosphere of Titan,
waww. nT c. ui daho. edu/ entryws/ful |/ programme detail ed. ht |, C-4.6

[7] S.V. Pogrebenko et alJ)VE Research Notes#4, 5, 11, l)wwv. j i ve. nl /j i ve-r esear ch- not es|.

[8] A. Szomoru,EXPReSand the e-EVN, in proceedings oThe 9™ EVN Symposium, 2008,
[PoS( 1 X¥200EVNYR0Sy nposi um 040,

[9] J.M. Wrobel,VLBI Observing Srategies, in VLBI and the VLBA, eds. J.A. Zensus, P.J. Diamond, &
P.J. Napier, ASP, San Francisco, 411, 1995.



http://pos.sissa.it/cgi-bin/reader/contribution.cgi?id=PoS(IX%20EVN%20Symposium)042
http://www.u-bordeaux1.fr/vlbi2009/proceedgs/19_Campbell.pdf
http://pos.sissa.it/cgi-bin/reader/contribution.cgi?id=PoS(EXPReS09)045
http://pos.sissa.it/cgi-bin/reader/contribution.cgi?id=PoS(10th%20EVN%20Symposium)086
http://pos.sissa.it/cgi-bin/reader/contribution.cgi?id=PoS(EXPReS09)046
http://www.mrc.uidaho.edu/entryws/full/programme_detailed.html
http://www.jive.nl/jive-research-notes
http://pos.sissa.it/cgi-bin/reader/contribution.cgi?id=PoS(IX%20EVN%20Symposium)040

