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The precise measurament of the réfig = ' (K — ev(y))/I' (K — pv(y)) and a study of the
radiative proces& — evy performed with the KLOE detector is presented, based onatdta
lected at the Frascagi e~ collider DA®NE for an integrated luminosity of 2.2 fB. The ratio of
MK —ev(y)) andl(K — uv(y)) decay widths has been measured for photon energies smaller
than 10 MeV, without photon detection requiremeRig=(2.333+ 0.024¢5¢+ 0.01%5) x 107°.
The systematic fractional error ef 0.8%, to be compared with the statistical accuracy of 1%,
is dominated by the statistics of the control-sample usegP4Ccontribution) thus making pos-
sible the improvement of the results with larger data sampl&éhe radiation-inclusive ratio
Rk = (2.493+ 0.025s5t4 0.01%ys1) X 1075, in agreement with the Standard Model expectation.
This result is used to improve constraints on parametersedftinimal Supersymmetric Standard
Model with lepton flavor violation.
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The decaK® — et v is strongly suppresseekfewx 10>, because of conservation of angular
momentum and the vector structure of the charged weak current. Itdhefers the possibility
of detecting minute contributions from physics beyond the Standard M&34). (This is partic-
ularly true of the ratioRx = I'(K — ev)/I'(K — pv) which, in the SM, is calculable without
hadronic uncertaintieg][{] 2]. Physics beyond the SM, for example mulgsHédfects inducing
an effective pseudo-scalar interaction, can change the valRg.oft has been shown in Reff] [3]
that deviations oRk of up toa few percenare possible in minimal supersymmetric extensions of
the SM (MSSM) with non vanishing-t scalar lepton mixing. To obtain accurate predictions, the
radiative procesk — evy (Kezy) must be included. 1Ky, photons can be produced via internal-
bremsstrahlung (IB) or direct-emission (DE), the latter being dependethtechadronic structure.
Interference among the two processes is neglig[ile [4]. The DE contnibtdithe total width is
approximately equal to that of IB][4] but is presently known with a 15%tfoaal accuracy(]5].

Rk is definedto be inclusive of 1B, ignoring however DE contributions. A recent claleu
tion [@], which includes orde€?p* corrections in chiral perturbation theoryRT), gives:Rx =
(2.477+0.001) x 10~°. Ry is not directly measurable, since IB cannot be distinguished from DE
on an event-by-event basis. Therefore, in order to compare data witBNhprediction at the
percent level or better, one has to be careful with the DE part. We déimateR;g as:

Rio=T(K—ev(y), E,<10MeV)/T (K — uv). (1)

Evaluating the IB spectrum t&(dem) with resummation of leading logarithm®;o includes
9357+ 0.07% of the IB,
Rio = Rk x (0.935740.0007). )

The DE contribution in this range is expected to be negligilRgg is measured without photon
detection and some small contribution of DE is present in the selected samplatrtibular, DE
decays have some overlap with the 1B emission at lighWe have also measured [7] the dif-
ferential width &r,/dE, for E,> 10 MeV andp > 200 MeV requiring photon detection, both to
test xPT predictions for the DE terms and to reduce possible systematic uncertaimtiesR;
measurement.

1. Selection of leptonic kaon decays

The analysis is performed with the KLOE detector, described elsewfe@[isting essen-
tially of a drift chamber surrounded by an electromagnetic calorimeter. Arsapducting coil
provides a 0.52 T magnetic field.* decays are signaled by the observation of two tracks with the
following conditions. One track must originate at the interaction point (1)) le|ave momentum
in the interval{ 70, 130} MeV, consistent with being a kaon frogrdecay. The second track must
originate at the end of the previous track and have momentum larger thaof tihat kaon, with
the same charge. The second track is taken as a decay product obtheThae point of closest
approach of the two tracks is taken as the kaon decay point D and must 48tisrp <150 cm,
|zo| <80 cm. The geometrical acceptance with these conditions58%, while the decay point
reconstruction efficiency is’51%. From the measured kaon and decay particle momggtand
p4, We compute the squared mae% of the lepton for the decalf( — ¢v assuming zero missing
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mass: m? = (Ex — |pk — pa|)® — p3- The distribution of? is shown in Fig.[]L left panel, upper
curve, from MC simulation. The muon peak is quite evident, higher massessponding to non
leptonic and semileptonic decays. No signal of khe» ev (Kg) decay is visible. The very large
background around zero mass is the tail of khe- uv (K,2) peak, due to poor measurements
of pk, pqg or the decay anglegkq. The expected signal frokey is also shown in Fig[]1 left,
lower curves, separately fd, >10 and<10 MeV. The expected number &k, decays in the
sample is~30,000. A background rejection of at least 1000 is necessary, to @biditprecision
measurement df(Ke), with an efficiency oi~30%.
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Figure 1: Left: MC distribution ofn%, solid line. The contribution ke, with E, < 10 MeV (> 10 MeV)
is shown by the dashed (dotted) lines. Righf: spectrum before (dashed) and after (solid) quality cuts for
MC K2 (upper plots)ande with E, < 10 MeV (lower plots). Black dots represent data after qualitts.

The kinematics of the two-body decay— KK~ provides an additional measuremenipgf
with ~ 1 MeV resolution, comparable with that from track reconstruction. Weiredie twopg
determinations to agree within 5 MeV. Further cuts are applied to the daugitkr Resolution of
track parameters is improved by rejecting badly reconstructed tracks, itfex #track fit) /ndf>
7.5. Finally, using the expected errors pRr and pg from tracking, we compute event by event
the error om, 5. The distribution ofdm? depends slightly on the opening angigq, which
in turn has different distribution foKe, andK,>. Events with large value odim% are rejected:
5m§ < Omax With dnax defined as a function adkq, to equalize the losses due to this cut Kgg
andK». The effect of quality cuts omﬁ resolution is shown in Fid.] 1, right. The background in
theKg signal region is effectively reduced by more than one order of magnititdean efficiency
of ~70% for bothKe, andK».

Information from the EMC is used to improve background rejection. To thipgae, we
extrapolate the secondary track to the EMC surface and associate itaobgy MC cluster. This
requirement produces a signal loss of about 8%. Energy distributebp@sition along the shower
axis of all cells associated to the cluster allow & particle identification. For electrons, the
cluster energyEg is a measurement of the particle momentpg so thatEg/py peaks around
1, while for muonsE./pq is on average smaller than 1. Moreover, electron clusters can also be
distinguished fromu (or 1) clusters by exploiting the granularity of the EMC.
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All useful information about shower profile and total energy depositrencambined with
a neural network trained o, — m?v andK» data, taking into account variations of the EMC
response with momentum and impact angle on the calorimeter. The distributioe okthal
network outputNN, for a sample oK_ — mev events is shown in Fig[l 2 left, for data and MC.
Additional separation has been obtained using time of flight information. &teedistribution of
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Figure 2: Left: Neural-network output\N, for electrons of &, — mmev sample from data (black) and MC
(red). Right: Data density in theN, mf plane.

NN as function ofm% is shown in Fig.[R right. A cleaK — ev signal can be seen m;—‘ ~ 0 and
NN~ 1.

Some 32% of the events withka decay in the fiducial volume, have a reconstructed kink
matching the required quality critersmmdan EMC cluster associated to the lepton track; this holds
for bothKe; andK 2. In the selected sample, the contamination fidrdecays other thak, is
negligible, as evaluated from M@, Eq. [1, is obtained without requiring the presence of the
radiated photon. The number Kf— ev(y), is determined with a binned likelihood fit to the two-
dimensionalNN vs m(% distribution. Distribution shapes for signal aKg, background are taken
from MC; the normalization factors for the two components are the only farpaters. The fit has
been performed in the region3700< m% < 6100 MeV? andNN > 0.86. The fit region accepts
~ 90% ofK — ev(y) events withE, < 10 MeV, as evaluated from MC. A small fraction of fitted
K — ev(y) events havée, > 10 MeV: the value of this “contamination’ipg, is fixed in the fit

to the expectation from simulatiofipe = 10.2%. A systematic error related to this assumption is
discussed in Sedj} 2.

We count 7064102 K+ — e"v(y) events and 6750101 K~ — e v(y), 89.8% of which
haveE, < 10 MeV. The signal-to-background correlatiomis20% and they?/ndf is 113/112 for
K* and 140/112 foK~. Fig. B shows the sum of fit results fr" andK~ projected onto then?
axis in a signal N > 0.98) and a backgroundN(N < 0.98) region.

The number oK,» events is obtained from a fit to thna% distribution. The fraction of back-
ground events under the muon peak is estimated from MC to be less thanramé. p&/e count
2.878x 108 (2.742x 10®) KT — utv(y) (K~ — u~v(y)) events. The difference betwekr and
K~ counts is due t&~ nuclear interactions in the material traversed.
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Figure 3: Fit projections onto thmf axis forNN > 0.98 (left) andNN < 0.98 (right), for data (black dots),
MC fit (solid line), andK ;> background (dotted line). The contribution frd¢g, events withE, > 10 MeV
is visible in the left panel (dashed line).

2. Efficiency and systematic errors evaluation

The ratios ofKe, to K2 efficiencies are evaluated with MC and corrected for possible differ-
ences between data and MC, using control samples. We evaluate datarMCtions separately
for each of the following analysis steps: decay point reconstructiok)kquality cuts, cluster-
charged patrticle association. For each step, the correction is defittied egio of data and MC
efficiencies measured on the control sample, each folded with the promendtic spectrum of
Ke (0r K;;0) events.

Decay point reconstruction efficiencies are evaluated using pure saofflg, andKeg; these
are tagged by the identification of the two-body ded§y; or K — i (K), of the other kaon
and selected with tagging and EMC information only, without using tracking cidrections to
MC efficiencies range between 0.90 and 0.99 depending on the decayppsition and on the
decay angle. The simulation is less accurate in case of overlap betweandegtkaon tracks, and
with decays occurring close to the inner border of the fiducial volume.

Samples ofK,(€3), K_(u3), andK,,> decays with a purity of 99.5%, 95.4%, and 100.0%
respectively, are used to evaluate lepton cluster efficiencies. ThegHesaare selected using
tagging and DC information only, without using calorimeter. The correction @ eé¥ficiencies
ranges between 0.98 and 1.01 depending on the momentum and on the paipaof on the
calorimeter. The trigger efficiency has been evaluated solely from datehe aBsolute values of
all of the systematic uncertainties B are listed in Tabl¢] 1.

To minimize possible biases dfy, event counting due to the limited knowledge of the mo-
mentum resolution, we usel,, data to carefully tune the MC response on the tails ofrtfie
distribution. This has been performed in sidebands ofNNevariable, to avoid bias due to the
presence oKg signal. Similarly, for theNN distribution the EMC response in the MC has been
tuned at the level of single cell, usitgs data control samples. Residual differences between data
and MCKg andK,2 NN shapes have been corrected by using the same control samples. Finally,
to evaluate the systematic error associated with these procedures, we stadi@riation of the
results with different choices of fit range, corresponding to a chahgeerall purity from~ 75%
to ~ 10%, forK — ev(y) with E, < 10 MeV. A systematic uncertainty ef 0.3% is derived by
scaling the uncorrelated errors so that the redycedalue equals unity (see also Tafle 1).



HQL 2010 Barbara Sciascia

5(R10) X 105
Statistical error 0.024
Systematic error

Counting: fit 0.007
DE 0.005
Efficiency: kink 0.014
trigger 0.009
e, U cluster 0.005

Total systematic error 0.019

Table 1: Summary of statistical and systematic uncertainties omtbasurements ;0.

Ke2 event counting is also affected by the uncertaintyfgn the fraction oKe, events in the fit
region which are due to DE process. This error has been evaluategdgting the measurement of
R10 with values offpg varied within its uncertainty, which is 4% according to our measurement
of the Kepy differential spectrum([J7]. Since the distributions forKe, with E, < 10 MeV and
with E, > 10 MeV overlap only partially, the associated fractional variatiofiRgiis reduced: the
final error due to DE uncertainty is 0.2% (Tafje 1).

Different contributions to the systematic uncertaintysgsy ¢,» are listed in Tabl¢]1. These
errors are dominated by the statistics of the control samples used to abeddC evaluations.
In addition, we studied the variation of each correction with modified contnmigde selection
criteria. We found neglible contributions in all cases but for the kink aradityucuts corrections,
for which the bias due to the control-sample selection and the statistics consilagesame level.

The total systematic error is 0.8%, to be compared with statistical accuracy at the level of
~ 1%.

3. Rk and lepton-flavor violation

The number oK — ev(y) events withE, < 10 MeV, the number oK — puv(y) events, the
ratio ofKe to K5 efficiencies and the measuremenRgf are given in Tabl§]2 foK+, K~ and both
charges combinedK* andK ™~ results are consistent within the statistical error. The systematic
uncertainty is common to both charges.

N(Ke2) N(Kp2) Ee2/Eu2 Rio x 10°

K+ 6348+92+23 | 2.878x 10% | 0.944+0.003+0.007 (2.3364+0.033+0.019)
K~ 6064+91+22 | 2.742x 108 | 0.949+0.002+0.007 (2.330+0.035+0.019)
K* | 12412+ 129+ 45 | 5.620x 10° | 0.947+0.002+0.007 (2.3334+0.024+0.019)

Table 2: Number ofKe andKy2 events, efficiency ratios and results R for K™, K—, and both charges
combined; first error is statistical, second one is systiemat

To compare thd?;p measurement with the inclusiig prediction from SM, we take into
account the acceptance of the 10 MeV cut for IB, flg. 2. We obtRjin:= (2.493+ 0.025+
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0.019%ysy) x 107°, in agreement with SM prediction. In the framework of MSSM with lepton-ftavo
violating (LFV) couplings,R« can be used to set constraints in the space of relevant parameters,
using the following expressiof][3]:

o (@) (D] e

whereMy is the charged-Higgs masa3! is the effectivee-T coupling constant depending on
MSSM parameters, and téns the ratio of the two Higgs superfields vacuum expectation values.
The regions excluded at 95% C.L. in the plavig—tanB are shown in Fig[]4 for different values
of the effective LFV couplingh&.
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Figure 4: Excluded regions at 95% C.L. in the plakiy—tanB for A3 = 10745 x 10731073,

4. Conclusions

We have performed a comprehensive study of the prd€ggsWe have measured the ratio of
Keoy andK > widths for photon energies smaller than 10 MeV, without photon detectianreeq
ment. We find:Ryo = (2.33340.024g5= 0.01959) x 10~°. From this result we derive the inclusive
ratio Rq = (2.4934 0.025sat4= 0.01%ysy) X 1072, in excellent agreement with the SM prediction
Rc = (2.4774+0.001) x 10°. KLOE-2 with the expected 25 fiF of integrated luminosity can
reach 0.4% accuracy orgR
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