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Figure1: TheBJ meson can decay tty ¢ directly (left), or can mix to EB_S meson before decaying (right).

1. Introduction

TheCP-violating phaseBs is a sensitive probe for the presence of beyond the standadelm
physics processes BY. This phase can be measured with a time-dependent angalsisnof
BY — Jyg decays. The measurement is directly analogous to the nesasat of theCP-violating
phaseB usingB® — JAWK? decays. In both cases, the neutral meson can either deeayiylito
the final state, or oscillate into its antiparticle beforealgng to the same final state. The mixing
process provides an amplitude that interferes with theles amplitude, enabling non-ze@P-
violation. Feynman diagrams for the tree-level decay amdrfixing are shown in Figure 1. The
mixing amplitude is dominated by top quark exchange; payta heavy beyond the standard
model particle, such as a fourth generattbgould be exchanged, altering the mixing amplitude
and thus th&€P-violating phase [1].

In the standard modefis can be expressed in terms of elements of the Cabibbo-Kohiayas
Maskawa matrix. Utilizing the unitary property of the mafrBs = arg(—VsVij, /VesVy,), With an
expected magnitude ¢ds ~0.02. A deviation from this expected value would indicatat thon-
standard model processes contribute to the mixing process.

Previous measurements @fhave shown a non-significant deviation from the standardeinod
expectation fors. An initial measurement at CDF using a 1.35 fdata sample found 16
consistency with the standard model expectation, andasarg the data set to 2.87b brought
the consistency to 18 The D@ experiment produced an analogous measurementjngnab
combined Tevatron result with a ZrZonsistency with the standard model expectation.

In order to quantify the effect of a lar@P violating phase on thB2 meson mixing process, it
is necessary to define the relevant mixing observables. ifffgegvolution of the flavor eigenstates
BY andB_(s’ is given by the time dependent Schrodinger equation. Dialiong the decay and mass
matrices in this equation translates the flavor eigenstathsavy and light mass eigenstates. The
mass and lifetime of the mass eigenstates define the expaélilyaneasurable mass difference or
oscillation frequencyAms = my — m. and lifetime or decay width differencasl s =TIy — I, as
well as theCP phaseq = arg—2.

It is most reasonable theoretically to expect that a l&@Beviolating phase@” would be
mixing-induced, and thus would alter tt# phaseg;. The standard model expected value ¢or
is small. Therefore, for large valueg)'” would dominate botfg, andBs. In this case, with sign
conventions included, one can make the approximatjgy=2— @\ = —q.

2. Analysis Strategy

The phaseBs is measured using?/ B_S — J/Ye@ decays. Signal events are reconstructed ex-
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clusively from decays in which/( — u™u~ andg — K*K~. An artificial neural network is used
to suppress background. In order to exti@gtan unbinned maximum likelihood fit is performed,
simultaneously fitting to mass, angular distributions, kifetime.

The decayB? — J/g is a pseudo-scalar decay to two vector particles, whoselango-
menta sum to produce a final state that is an admixture of #mgalar momenta states, (-
even and on€P-odd. An angular analysis using the transversity basis igl@yed to separate
CP-odd fromCP-even contributions [2]. Time dependence is incorporatedugh a fit to the
signal and background lifetimes. The sensitivity3gois increased by applying flavor tagging al-
gorithms to determine whether tBd meson was produced as38 or BY. Examination of the full
probability density forB2 andB_‘s’ as a function of time and angles demonstrates that incdipora
of flavor tagging doubles the number of terms with sensititat 3.

The likelihood function also folds in the angular efficierayd the calibration of the flavor
tagging algorithms. The fit extracts a value f& and also for correlated parameters of interest:
AT, theB? average lifetimer (BY), the angular transversity amplitudas, A andA; and the strong
phasesp, and@, , which are defined by the initial magnitudes of the transtyeesnplitudes.

Going beyond previous measurements, the most recent neeasot takes into account the
possibility of signal contamination B2 — J/@wK*K~ andB? — J/y fy decays $-wave contam-
ination). Such decays, if misidentified as signal, will attee proportion ofCP-odd toCP-even in
the final state and bias the measuremern0fThis issue is resolved by including terms for non-
resonanK K~ and fg in the likelihood fit. BothK K~ and fy are modeled as flat in the narrapv
mass region used in the measurement, an assumption thatideted by comparison to Monte
Carlo line shapes. The resonance is modeled as a relativistic Breit-Wigner. Ddpeoe on the
¢ mass was removed by integrating over thenass window. The addition terms associated with
the S'wave contributions enter the angular terms in the likedthaesulting in angular components
with a purelySwave term, a purely resonant term, and an interference term

3. Data Selection

The measurement was performed using proton and anti-poatitisions at a center of mass
energy of 1.96 TeV at the Tevatron. A data set of 5.2flwas used, substantially increasing
the statistics from previous measurements. A dimuon trigggs used to collect the data for
this measurement. Several features of the CDF detectoregrtokhis analysis. The decay time
resolution is approximately 0.1 ps, compared to the lifesnafB mesons, which are on order of
1.5 ps. This resolution is necessary to differentiate sssfadly between the heavy and ligBf
mass eigenstates. Particle identification, usiig'dx and time of flight, is important for signal
selection and flavor tagging.

An artificial neural network was trained to suppress baakgdo The network was trained on a
number of kinematic quantities, including the transvergenantum of tracks and decay particles,
and vertex probability for decay particles. The signal nsgsbands were used as the background
training sample, an®2 — J/¢ Monte Carlo was used as the signal training sample. A cut
on the neural network output was chosen by optimizing seitgibn pseudo-experiments, rather
than performing a traditional optimization of a figure of méased on the number of signal and
background events.
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Figure 2: Error onf3s as a function of simulated neural network output cut (leff)i¢@ invariant mass
distribution (right).

An ensemble of toys was generated with signal to backgroaitiakrcorresponding to different
neural network output cuts. To demonstrate that the optimiatioes not depend on the generated
values off3s andAr', the ensemble was regenerated for sey@yahl" combinations. The errors on
Bs were examined as a function of signal to background ratid tla@ cut that minimized errors was
taken. It was observed that for all input valuesBgftaking a loose cut decreased the errorggn
as shown in Fig. 2. In order to increase sensitivity withefitdducing unnecessary background, a
cut of 0.2 was used, corresponding to approximately 650tasigvents. Thd /(@ invariant mass
spectrum is shown in Fig. 2.

4. Flavor Tagging Calibration

The flavor tagging algorithms used for this measurement weteleveloped oB2 — J/ @@
decays, and thus needed to be calibrated to accuratelcptieeitagging power in this data sample.
Two tagging algorithms were used: the opposite side taggertlze same side kaon tagger. At
the Tevatronb quarks are produced ibb pairs. The tracks produced in association with the
reconstructedB meson are referred to as same-side, and those resultingtfie@rinagmentation
of the non-reconstructed member of ﬂbﬁapair are referred to as opposite side. Determining the
flavor of the opposite side quark allows the flavor of the same side quark can be infeiretthe
case of opposite side tagging. In the case of same side tagbm charge of the associated track
is determined by whether the track was produced in assoniatith aBS or BY meson.

The opposite side fragmentation behavior is independetiteofeconstructed meson species,
which makes it possible to calibrate the opposite side taggeB™ — J/(K* decays. These
decays are self-tagging;ka™ must come from &* decay and &~ must come from &~ decay.
The measured dilution, a measure of how likely a tag decisida be correct, can be compared
to the dilution predicted by the algorithm to obtain a scaletér. The comparison of measured
to predicted dilution forB™ events is shown in Fig. 3. The dilution scale factors are isterst
with unity for bothB™ andB~ events. The opposite side tagging power, defined as theeeffigi
multiplied with the squared dilution, is 142.2%.

The same side kaon tagger must be calibrated & aample, because the type of track
produced in association with the reconstructed meson isrdkgmt on the meson species. The
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Figure 3: Measured versus predicted tagging dilutionBr— J/ @K™+ (left), amplitude scan dB2 mixing
frequency (right).

measured versus predicted dilution was determined by reumieg B2 mixing on the full 5.2 fio
data set, usin@®? — D5t and B2 — D3 (3m)* decays. For an amplitude scan of the mixing
frequency, the probability is normalized such that the dtongié is unity at the true value d@mgin
the absence of a dilution scale factor. The scale factorcguatted for by performing the amplitude
scan and checking the maximum measured amplitude. The tadglscan ofAmg is shown in
Fig. 3. The maximum amplitude or dilution scale factor issietent with unity, and value dfmg

for which it occurs is consistent with the world averagdat=17.79:0.07 ps'(sat). The same
side kaon tagger has a much higher dilution than the oppsisiéetagger, with a tagging power of
3.1+1.4%.

5. Resaults

Fit projections were used to check the fit performance forpitoger time distribution and
the transversity angle distributions. The fit projectiontfte proper time is shown in Fig. 4. The
lifetime distributions are different for the heavy and lig@ mass eigenstates, enabling the world’s
best measurements A" and theB? average lifetime. Fit projections for the proper time dis-
tribution and for the three transversity angles show goadeament between the fit and the data
distributions.

The likelihood shows biases (particularly f8¢) and non-Gaussian behaviors wh@yis al-
lowed to float in the fit. Whelfss is fixed to zero, the likelihood is well-behaved, making ispible
to quote values for the remaining parameters of interest.rébults are the following:

CTs = 4587+ 7.5 (stat.)um= 3.6 (syst.)um

Al = 0.075+0.035 (stat.)ps ™1+ 0.010 (syst.)ps *
\AH(O)]Z = 0.231+0.014 (staty-0.015 (stat)
|Ag(0)|? = 0.524+0.013 (stat} 0.015 (Syst)

0, = 2.9540.65 (stati=0.07 (syst).
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Figure 4: TheB2 meson’s proper time fit projection. The lifetime distrilmris for the heavy and light mass
eigenstates are denoted by the dashed red lines.
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Figure5: Confidence regions in thg — Al plane (left) and3s (right).

For the fit with 55 floating, a profile likelihood ordering technique was useduarantee cov-
erage at the 68% and 95% confidence levels. The final contdheifis— Al plane is shown in
the left plot in Fig. 5. The p-value at the standard model pwaizis calculated to be 44%, indicat-
ing 0.8 consistency with the standard model expectation. This areagent is more consistent
with the standard model expectation than previous meaanenhave been. In comparison to the
previous measurement on 2.8 shown in Fig. 6, the size of the contour has decreased signif
icantly with increased statistics and analysis improvee&ood consistency exists between the
two measurements.

The right plot in Fig. 5 shows the one dimensiopalconfidence interval. The p-value at the
standard model point for this case is 31%. At the 68% configléexel,3; is in the interval [0.28,
0.52]U [1.08, 1.55].

The impact of non-resona¢ ™K~ and fo contributions on the final result was assessed in
several ways. A likelihood scan of ttf&wave fraction was performed. The fraction found to be
less than 7% at the 95% confidence level. RheK ™ invariant mass spectrum was fit in a wide
mass window. Good consistency with the data was achievdwutiincludingK "K~ or fq in the
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Figure 6: Confidence region in thBs — Al plane for 2.8 fb'! result.
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Figure 7: Likelihood scan ofS-wave fraction (left), fit toK K~ invariant mass spectrum (middlgg, — Al
contours with and without th8wave contributions included in fit (right).

fit. Lastly, afs— Al contour was made with and without tewave included in the likelihood.
The effect of removing th&wave terms from the likelihood was not significant. All tarehecks
are shown in Fig. 7.

6. Conclusions

A measurement of th€P-violating phases has been performed on 5.2 fhof data by the
CDF experiment. The errors ¢ have decreased significantly from previous measurememds, a
consistency with the standard model expectation has inepkd@DF is expected to double its data
set before the end of its running period, allowing an evenentmmpetitive measurement of this
important parameter.
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