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The SemiConductor Tracker (SCT) is a precision trackingadew the ATLAS experiment made
up from silicon microstrip sensors processed in planar-p-iachnology. The signal from the
strips is processed in the front-end ASICs working in binagdout mode. Data is transferred
to the off-detector readout electronics via optical fibréswas installed in 2008 and has been
operated under various conditions like cosmic ray, singbégm, pp and heavy ion collision runs.
Calibration data has been taken and analysed to deternameetifiormance of the system. After
the commissioning phase it arrived to the first LHC pp callisiuns in very good shape: 99%
of the SCT strips are operational, noise occupancy and fidieafcy exceed the design specifi-
cations and it is well timed-in. It is stably operating sirtbe start of the physics program with
a data taking efficiency of about 99.4% in 7 TeV pp collisiofibe detector geometry is moni-
tored continuously and is extremely stable during standpetating conditions. In non-standard
conditions movements of up tofsm have been observed. After 1.5 years of running, first effect
of irradiation have been measured in an increased leakagentuThe measurement agrees well
with predictions within the safety factor of 50% assumedfier upgrade development.
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Figure 1: The Inner Detector of the ATLAS experiment[1] consistingtad pixel vertex detector, the silicon
microstrip tracker (SCT) and the transition radiation kex(TRT).

1. Detector Setup

The SemiConductor Tracker (SCT) is composed of three ghddarrel and two endcaps (cf.
Fig. 1). The barrel consists of four concentric cylindereesyequipped with 2112 silicon modules
[2]. It covers the central pseudorapitity range uprio=1.4. The two endcaps consist of 9 disks
each, equipped with 1976 modules in total [3]. The endcapsrcthe forward pseudorapidity
range up tdn| = 2.5. The SCT detector is 5.4 m long and covers the radialeran@30-52) cm.
The full detector contains 61 4wf active material and has around 6.3 million readout chisnne

The modules are built from two single-sided sensors of p&b thickness, glued back-to-
back at a stereo angle of 40 mrad to allow the measurementosflinvensional hit positions (cf.
Fig. 2). 83% of the sensors were produced by Hamamatsu, ahdrédo are from CiS. Each
sensor consists of two wafers bonded together and has Ag&epstrips on n-type silicon with a
mean pitch of 8Qum in the barrel and 57-9¢m in the endcaps. The barrel modules are rectangular
shaped, whereas the endcaps sensors are trapezoidalowdailithe different radii of the endcap
disks, five types of endcap sensors were produced. The strigh is about 13 cm for the barrel
modules and between (6-12) cm in the endcap ones. The SCXatatedesigned to reach a ifm
hit resolution in the — @ direction (bending plane) and a 58@n hit resolution in the z-direction
along the beam pipe.

The sensors are mounted onto a baseboard out of Ti4® serves as thermal conductor to
remove the heat generated by readout electronics and sen3be readout of the modules is
performed by six radiation-hard front-end readout chipB(®3TA) per side [4]. Thus, each chip
performs the readout of 128 strips. 48 modules are serveah®ROF. Eleven or twelve RODs
send their data to one ATLAS RGSA so-called TIM provides trigger and clock to the RODs.
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Figure 2: A barrel module of the SCT with its major components.

During stable proton collisions, the SCT detector is opetat a reverse bias voltage of 150 V.
At the beginning of operation, full depletion is reached labw#t 60 V. This will increase with
irradiation over the coming years (see Sect. 8). The maxamlicable voltage to the SCT modules
is 500 V. When LHC beams are non-stable the bias voltage igsetto 50 V (standby) to minimize
the risk of damaging the silicon modules by possible largagh deposits into the active material
and the readout chips.

The silicon modules are cooled by an evaporative coolingeaydased oiC3Fg [5]. The
modules are operated at different temperatures dependinieir position in the detector. The
inner three barrel layers are cooled-td.5 °C. The outermost barrel layer is kept at a temperature
of 4.5°C in order to act as a thermal shield to the TRT detector, shahérated at room temperature.
The endcaps are kept af7 °C.

2. Timing and Readout Modes

The SCT modules are read out in binary mode, which registéethiver or not the signal
is above a programmable threshold of 1 fC. The SCT data dtiqniseads out three time bins,
where the trigger accept signal lies in the middle bin. A tinreis 25 ns long corresponding to the
nominal LHC bunch spacing. The SCT readout can operate ée thifferent timing modes. The
first one "XXX" has no hit requirement and was used througt2@1i0, when the minimum bunch
distance was 75 ns. In 2011, since LHC operates with 50 nshbtrams, the so-called "X1X"
timing mode is applied. Here, a hit in the middle (i.e. triggéme bin is required. For a well
timed-in detector we expect no signal above threshold iritsebin (0), a signal above threshold
in the second bin (1) and there is no requirement on the thirdX). The third timing mode is
therefore called "01X". This will be the standard SCT redduoode for the LHC design of 25 ns
bunch trains. Those are currently planned from the 2012 run o

In order to ensure that hits are arriving in the correct tinmg timing scans are performed for
all modules. According to those, adjustments are made iretidout to compensate for differences
in the optical fibre lengths and the time-of-flight from théeirmction point to the individual module.
The time delay for each module can be adapted in the TIM. Adcédin comprises time offsets
between -20 ns to +20 ns in 5 ns steps. Finer granularity (kas)be achieved as well. An
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Figure 3: Timing scan for one SCT module. A well timed-in module hasrtfiddle of the plateau at zero.
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Figure 4: Distribution of noise measured per chipin Figure 5: Noise occupancies per chip in the differ-
the different parts of the SCT. Results are extracted ent parts of the SCT. The results are extracted from
from a response curve test. a noise occupancy test.

example of a scan for one module can be seen in Fig. 3. Timegssor all modules have shown
that the SCT is very well timed-in.

3. Noise Occupancy

The noise occupancy of the SCT detector is measured with tethads either with special
calibration runs or during normal data taking using randaggers. For calibration, the SCT read-
out chips are equipped with a charge injection circuit tlaat @&pply charges of 0-16 fC. For a given
injected charge, the occupancy vs. threshold is measuree.résulting S-curve is parametrized
by a complementary error function. The width of that digttibn characterizes the noise. Figure 4
shows an example of such a calibration run. Average valuesdoh detector region are given
together with the estimated average silicon temperatuiagithe measurement. One can see that
a typical noise level is around 1500 electrons, whereasigmalsthreshold corresponds to about
6200 electrons (1 fC). Consequently, the noise occupanttyedCT detector is very low as shown
in Fig. 5 using the second method. The noise occupancy isadkéia the number of hits observed
in random events divided by the number of (active) readoannokls. Typical values are on the
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Figure 6: Comparison of noise measured with a charge injection ¢irgli noise occupancy in random
triggers.

order of 10°°. The design specification [6] requires a noise occupancy 5f10~* indicated by
the dotted line in Fig. 5. Only 0.2% of all strips of the SCT fhat criterium and consequently are
disabled.

The two methods described above were compared several wittesarious running condi-
tions and show good agreement (cf. Fig. 6).

4. Hit Efficiency

One important factor for the track reconstruction is thedfiiciency. It is defined as the
number of hits on a track divided by the number of possibls. Hit the latter, dead modules and
chips are excluded. For example, the hit efficiency of the €@ run with 7 TeV collisions taken
in September 2010 is shown in Fig. 7. The efficiency is givantfie different types of tracks:
SCT standalone and Inner Detector combined tracks, bothn tivét requirement of a transverse
momentum of above 1 GeV. For standalone tracks at least 7 8€ark demanded (not including
the hit under test for efficiency) while for combined trackdeast 6 SCT Hits are required. The
efficiencies in layer "0 inner" and "3 outer" are biased fag ®ICT standalone tracks as holes
beyond the last measurement are not counted. The meanreaffigeearound 99.9% for the barrel
and 99.8% for the endcaps. All layers and disks are abové®8fticiency, exceeding the design
specification of 99% [6]. The time stability of the mean e#finties over the full 2010 dataset was
about+ 0.1%.

5. Detector Operation

Due to its very low noise level and high sensitivity the SCHRiisexcellent beam conditions
monitor. This is especially important during LHC beam maiaging phases where other silicon
precision detectors are switched off for safety. In comtthe SCT can be run at a reduced voltage
at which hit efficiencies of more than 90% are still achieved aoise levels are only slightly
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Figure 7: Hit efficiencies for the barrel layerseft) and endcap C disksi¢ht). "Inner" corresponds to the
side pointing to the vertex, "outer" is the side away fromutagex.
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Figure 8: SCT occupancy measured in one ROS in a typical run in 20100M#&JC changes are indicated.

increased (when considering coincidence hits on both neosides). In addition, the SCT is well
timed-in (cf. Section 2) and has a very good time resolutibtence, effects seen in the SCT
occupancy can be directly correlated with beam manipulatiar losses. As an example, Fig. 8
shows a long run with collisions. Cosmic showers before b#geation, beam-gas events after
injection, and the start and stop of collisions can easilidbatified. In contrast, all manipulations
of the beam during collisions have very little effect on tleewpancies (on a logarithmic scale).
This indicates how stable and well-controlled the LHC beamwvier a period of many hours.

After stable beams are declared by the LHC, the time the S@d Rixel detector) needs
for turning on from standby to operating voltage is a critifzctor for the ATLAS data taking
efficiency. The usage of the SCT itself as a beam conditionsitoroallows a safe and efficient
warm start on the order of minutes.

Another important factor for operation is the SCT occupaduaying collisions. Due to the
increase in instantaneous luminosity and the thereby dansesased pile-up (i.e. several proton
interactions per bunch crossing) the occupancies areigtéatteasing since the start of the LHC.
The event size limit in the ROSs is configured to 65 kB. Thisléeto event truncation, if the SCT
reaches 46% occupancy. The average occupancy of the mddulegents with 10 vertices (i.e.
10 pile-up collisions) was measured to be 0.7%. The pratliciean occupancy at LHC design
luminosity is about 1%, thus far below the truncation linmithe largest occupancies observed in
single events in proton-proton collisions were 20% for gknMmodule and 8% on average over all
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Figure 10: Percentage of disabled modules vs. time.

modules. Heavy ion collisions have in general a much deresgicfe track environment. In those
collisions, SCT reaches occupancies of up to 37% in a singldute and 16% on average over all
modules. These values demonstrate that even extreme SQjavmies do not limit the ATLAS
data taking.

6. Data Taking Stability

The SCT is one of the most stable subdetectors in ATLAS. Quitre full 2010 run only 11
out of 196 runs had SCT issues. In 6 out of these 11 runs thejdatitly was unaffected. The other
five runs had a BUSY signal issued by a ROD. Due to the geométheanodules connected to a
ROD, a BUSY affects am ¢-region in the track reconstruction. If a ROD issues a BUSal,
48 modules are dropped from data taking. In 2010, a stopdgsewval procedure was put in place,
so that this action could be performed on-the-fly without echi® stop the ATLAS run. However,
a run start was needed to recover the ROD and its connectedl@sodAn order of hours was
needed for this recovery, depending on when a run start wesshge. In 2011, a stopless recovery
procedure was put into effect, allowing to reconfigure a R@Brd an ongoing run. This reduced
the recovery time to order of minutes.

On average in 2010 until mid-2011 0.75% of modules were thsbturing data taking and
0.18% had bytestream errors during a run. Reasons for dligainodules are given in Table 9. In
the full 2010/2011 running, the SCT had a data taking effigiesf more than 99.4%.

The most severe operational issue are TX deaths both in #et #id SCT detector. Both
subdetectors use optical fibres to transfer data betweemdldelles and the off-detector readout
electronics. There is one TX fibre for clock and command aralRX fibres for data readout per
module. In the SCT we have 360 off-detector TX arrays with 129ELs per TX. In 2008, we
were loosing the first time individual TX channels. Evidepoénted to ESD damage on VCSELs
during manufacturing. ESD precautions were increaseddrpthduction of a new batch of TXs
which was installed in summer 2009. Unfortunately, in Mayl@0T Xs started to fail again at a
rate of order of 10 modules per week.

In contrast to the Pixel detector, the SCT has a redundarwnse that largely reduces the
effects of TX failures on data taking. If a TX dies, the commsinan be send over the neighbouring
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Figure 11: Position measurements of the SCT barrel flanges measuriedj@nun including a full solenoid
ramp cycle.Top: solenoid currentMiddle: SCT gas temperaturBpttom:interferometer length deviations.

module and both modules stay fully operational. The conditioin can be changed after a run stop,
so that new modules affected by TX deaths are only missing fitata taking in one run. If the
neighbouring module already has a dead TX itself, or modcdesot use redundancy for setup
reasons, the TX has to be replaced by a spare. This needsttoptaiorder of days depending on
when there is an opportunity for the change in the LHC scheedul

The cause of TX deaths was identified as ingress of humidittherWCSELs. The current
TXs seem to be not as hermetic as they should be. New packeggspaeparation with increased
humidity resistance and a lifetime of more than 10 years. fieaaution, currently dry air is used
to flush the racks in order to reduce the relative humiditytenTXs.

Due to the redundancy scheme in the SCT data acquisitionhenaviilability of spares, the
number of disabled modules was kept below 1% at all times #1920l as can be seen in Fig. 10.

7. Geometric Detector Stability

To monitor the short- and long-term stability of the SCT getny) an optical alignment system
is installed in the detector. It is based on Frequency Sognimiterferometry [7] and consists of
842 interferometers that form a geodetic grid of distancasueements between various detector
components. As an example, data of 24 out of 144 interferarmdhat monitor the relative position
and orientation of the four carbon-fibre cylinders that supgthe barrel modules are included in
Fig. 11. It depicts the movements of the SCT detector oveldlayale of the solenoidal field.
As these can be caused both by temperature variations andeshan the magnetic field, the SCT
temperature is also shown. It was constant over the timeerahthe plot. Before the ramp, the
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interferometers measure very stable detector positiotts avstandard deviation of about 11 nm.
In contrast, during the solenoid ramp they detect movemenip to 3um. Afterwards module
positions return almost to their start values, where thedsted deviation has increased to 49 nm.

Continuous measurements since May 2009 have revealedheh&OT geometry is extremely
stable with standard conditions. During non-stable peritit comprise cycles of the solenoidal
and toroidal fields, cooling cycles, pixel calibration ssamd the winter shutdown movements are
typically less than Jum between barrel layers.

8. First Effects of Irradiation

Radiation backgrounds induced by proton-proton collisioause damage to the silicon sen-
sors and electronics. Monitoring of their effects is neettegredict the future performance of the
current and the upgraded SCT. Due to a linear relation bettheeleakage current and the radia-
tion fluence, as long as the module temperature and depleteth& are constant, the on-detector
fluence can be calculated by measuring the leakage curreadldition, radiation sensitive monitor
packages (RadMons [8]) in the inner detector are constamtigsuring the 1 MeV neutron equiva-
lent fluences directly. Figure 12, left shows a comparisaween measured leakage currents in the
barrel over time vs. predictions from a FLUKA simulation [9]he temperature changes seen in
the plot are taken properly into account. First of all, a nisthe leakage current due to the steep lu-
minosity and thus radiation increase is clearly visibleatly at this early stage of irradiation. The
agreement of prediction and measurement over time is extelEven effects caused by annealing
are well simulated. The right-hand plot shows a geometrizaph of the radiation flux. Ratios of
measured divided by simulated fluences for individual bdayeers and endcap rings are given as
well. The very good agreement for the four barrel layers ificmed, ratios vary between 0.99 and
1.09. In the endcaps there is a good agreement between adtemiddle rings (ratios 0.82-1.25).
However, the inner rings located closest to the beampipe sdrger deviations of up to a factor of
two larger radiation in the measurement than in the simafatThis difference is currently under
investigation. For the time being, the assumed safety fafth.5 in radiation for the development
of the upgrade detector still seems to be sufficient. In Julid 2due to the increased leakage
currents the trip limits had to be increased for the first tgimee the start of SCT operation.

9. Conclusions

The SCT is a performant, stably operating detector meetimgsign specifications. Its prop-
erties and performance have been studied in different beauditons. Its low noise level and high
sensitivity have made it an important detector for beam itimms$ monitoring since the beginning
of LHC commissioning. The number of disabled noisy stripgnig (below 0.2%) and all modules
are well timed-in. The single hit efficiency of more than 9.6 all layers and disks exceeds the
design specification. The stopless removal and recovery®f RODs is working without flaws
and leads to a data taking efficiency of larger than 99.4%.cBluse of TX deaths was revealed to
be humidity ingress in the VCSELSs. The redundancy schemeroaen itself to be very helpful in
this situation to keep the number of non-operating moduddevib 1% at all times. Enough spares
are available to ensure a stable operation of the SCT detatonew TXs with improved humidity



Operation and Performance of the ATLAS Silicon MicrostrriacKer Petra HAEFNER

o 1 T . T y T T T 80 c EF — 10"
© 0.9F | Layer Data Teensor i ; j = S
= B3 e -— —iio . g X 100
® pgE-| B4 ¢ - — o 2160 § =
T & BS | B — i r’j_ = L qo%
| 07;_ B6 . — i j 80
E 0.62 ATLAS Preliminary: 40
— E 60
0'55 10°
0.4F 20 40
0.3F i
0.2 =0 20 10°
0"§ 4 0 =,
2 -20 0 50 100 150 200 250 300 350 400

20_1 0- 2010 2011 2011 2011
Sep 01 Nov 01 Jan 01 Mar 03 May 03 z(cm)

Figure 12: Left: Leakage current vs. time for the four barrel layers compéoeitie simulated FLUKA
prediction [9]. The temperature of the modules is given imparison. Right: Comparison of 1 MeV
neutron equivalent fluences determined from SCT leakagemumeasurements with predictions at 7 TeV.
The colours indicate the fluences as determined by the FLUKAIlation. The values give the ratio of
measured leakage current over FLUKA simulation for batgets and endcap disks. The beam axis is
along the z-direction; zero corresponds to the interagiimint.

resistance and thus increased lifetime are in productite. detector geometry is extremely stable
during stable operating conditions. During non-standati¢ions of magnetic fields and cooling
movements of up to pim have been observed. First effects of irradiation have bbserved in
an increased leakage current, making higher trip limiteessary. The derived measurement of
fluences agrees well with simulation within the safety factdb0% used for the upgrade develop-
ment.
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