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1. Introduction

Originating in the high-end computer gaming market, Graphics Processing Units (GPUs)
nowadays offer highest computing capabilities at a very attractive price-per-flop and flop-per-watt
ratios. Thus, in the last years there has been a lot of development to utilize GPUs for Lattice QCD
computations. However, while the pioneer work in the field [1] was in principle platform agnostic,
most later developments are based on NVIDIA CUDA. This limits these applications to hardware
by this single vendor1.

In the last years, two High-Performance Computing (HPC) systems with GPUs have been
built by groups from Frankfurt. LOEWE-CSC [2] provides 786 AMD Radeon HD 5870 GPU
and showed excellent energy-efficiency, ranking 8th in the Green500 [3] list of November 2010.
SANAM—built by a cooperation of the Frankfurt Institute for Advanced Studies (FIAS) and the
King Abdulaziz City for Science and Technology (KACST)—is equipped with two AMD Fire-
Pro S10000—that is, four GPUs—in each of its 300 nodes and placed 2nd in the Green500 of
June 2012.

To utilize clusters like LOEWE-CSC and SANAM—and to get out of the vendor lock—an
application which can utilize GPUs but does not rely on NVIDIA CUDA is required. Here, we
present our progress in the development of CL2QCD, an OpenCL based application for Lattice
QCD using twisted-mass Wilson fermions [4]. We show how the performance of our applications
scales from LOEWE-CSC to SANAM, and how it currently scales to multiple GPUs.

GPUs are commonly viewed as a cheap solution for HPC. However, unlike dedicated systems
they have not been optimized specifically for Lattice QCD computations. Thus, it is not necessarily
clear whether dedicated hardware or GPUs provide the best performance-per-price. Therefore,
we also present a cost-per-flop comparison of CL2QCD on GPUs in comparison to Lattice QCD
applications running on other systems.

The benchmark used for the Green500 is quite different from Lattice QCD. Where Lattice
QCD is bandwidth bound, the High-Performance Linpack (HPL) is compute bound. Thus, it is not
clear how the energy-efficiency transfers to Lattice QCD computations. Therefore, we also present
the energy-efficiency of CL2QCD utilizing GPUs and that of a reference application running on
Central Processing Units (CPUs).

2. Performance

In terms of compute time, the /D kernel dominates both the analysis and the configuration
generation stage. Thus, its performance is of highest importance for the overall application perfor-
mance. Figure 1 shows the performance of the /D kernel on four different GPUs for a variety of
lattice sizes.

The elderly AMD Radeon HD 5870 performs at about 70 GFLOPS for a wide variety of lattice
sizes [4]. For smaller lattices, the performance drops slightly but is still above 50 GFLOPS.

The performance scales well with the higher memory bandwidth of the AMD FirePro S10000.
It provides about 100 GFLOPS in double-precision /D for a wide variety of lattice sizes. The AMD

1 We are aware that NVIDIA opened the standard for implementation by other vendors. However, so far no other
vendor does support NVIDIA CUDA.
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Figure 1: Performance of the double-precision /D kernel

Radeon HD 7970, equipped with slightly more memory bandwidth than the AMD FirePro S10000,
achieves about 120 GFLOPS and peaks up to 125 GFLOPS.

On the NVIDIA GeForce GTX 680 the /D kernel does not perform as well. There, it is cur-
rently hindered by register spilling. Contrary to CUDA, NVIDIA’s OpenCL implementation does
currently not allow to request more registers per thread from the compiler, which might solve
the issue. In addition, the NVIDIA GeForce GTX 680 is a suboptimal platform for the double-
precision kernel, as it has only 1/8th of the double-precision performance of the Tesla series GPUs.
Performance-wise, on the NVIDIA platform our code cannot compete with QUDA, for which per-
formances exceeding 300 GFLOPS in single-precision have been reported [5]. The same is true for
the Intel Xeon Phi [6]. Yet, our code provides the advantage of portability and provides excellent
double-precision performance.

The Conjugate Gradients (CG) solver achieves about 75 % of the /D performance. In double
precision, about 50 GFLOPS are achieved on the AMD Radeon HD 5870. For the AMD FirePro
S10000 this increases to about 73 GFLOPS.

The scaling to multiple GPUs in SANAM is shown in Figure 2. Figure 2a shows the strong
scaling for the inverter. Due to memory constraints single-GPU data is only available for the
323 × 12 lattice. For vacuum lattices with a large number of time slices, two GPUs can reach
140 GFLOPS, nearly twice the single-GPU peak performance in the CG. Reaching 250 GFLOPS,
four GPUs achieve an efficiency of 85 % versus the single-GPU peak.

In the strong-scaling case the local lattice-size reduces with each added GPU. This can result in
reduced performance of the /D kernel execution. Therefore, Figure 2b shows the scaling behaviour
given a fixed local lattice size. The results match that of the strong scaling case. Obviously the
reduction in local lattice size is not an issue for the lattices analysed.

Especially for thermal lattices with a small number of time slices, throughput scaling is also
important because of the need for finites size analyses and the large statistic required. Running
separate instances of the hybrid Monte-Carlo (HMC) on each GPU in a node of SANAM, no sig-
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Figure 2: Scaling of the CG solver in SANAM

nificant slowdown compared to the single-GPU case is observed. Thus, throughput scales perfectly
to all four GPUs.

As Figure 3 shows, the HMC performance of the AMD FirePro S10000 is about twice that of
the AMD Radeon HD 5870 and about four times that of two AMD Opteron 6172 running tmlqcd.
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Figure 3: HMC runtime in seconds for the set-ups from [4]

3. Total Cost of Acquisition

Given the fact that budgets are usually limited, the Total Cost of Acquisition (TCA) is an
important metric for every system. Different lattice sizes and studies require different size systems.
As both, performance and cost approximately scale with system size, it is reasonable to compare
the TCA normalized to the system performance in Lattice QCD.
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Based on publicly available data [7, 8], we estimate the normalized TCA of Sequoia, the
currently largest BlueGene/Q system, to be about $0.040/MFLOPS in the CG solver. SANAM is
able to match this with a normalized TCA of $0.033/MFLOPS. However, Sequoia is still in the
advantage of being capable of PFLOPS calculations, which are out of SANAM’s reach. In any
case, TCA has come long way. It dropped by a factor of 400 since the Gordon Bell Award for the
$13.2/MFLOPS of the QCDSP machines in 1988 [9].

As capacity systems are not always available, it is also of interest how far always-available
local systems could be optimized. Therefore we have configured several hypothetical systems
based on a high end gaming PC2. Using the single-precision CG performance values from [6], we
get a normalized TCA of $0.018/MFLOPS for the Intel Xeon Phi 5110P and of $0.023/MFLOPS
for the NVIDIA Tesla K20. These are just back-of-the-envelope calculations, though. For the AMD
FirePro S10000 and the AMD Radeon HD 5870 we achieve normalized TCAs of $0.027/MFLOPS
and $0.019/MFLOPS for the double-precision CG solver. In conclusion, all accelerator platforms
provide a similar normalized TCA.

A proper comparison should actually be based on HMC trajectories and not only on the CG or
the solver [10]. With its four GPUs a SANAM node has 16 times the throughput of a CPU node.
But, it costs only 33 % more. Thus, the normalized TCA of the CPU system is 12 times that of a
GPU-equipped node.

4. Energy Efficiency

Given today’s energy costs and the cooling challenge, the energy required to solve a given
problem is one of the key performance indicators. Therefore, we compared the energy consumption
of running CL2QCD with the energy consumption of running tmlqcd [11].

There are two metrics of interest. The average power consumption while running the appli-
cation defines the required cooling. The total energy required to get to the result is important for
the ecological impact of the system and the monetary costs. For the purpose of this comparison we
introduce an efficiency-metric which is defined as the number of trajectories the HMC performs
per kWh.

The HMC algorithm is run on a given configuration of a 323 × 12 lattice using two flavours
of twisted-mass Wilson fermions and mπ ≈ 270MeV. We performed the comparison using two
different systems: The CPU system is equipped with two AMD Opteron 6220 and no GPUs, while
CL2QCD runs on a system equipped with a varying number of AMD Radeon HD 7970 GPUs and
two AMD Opteron 6172. For the measurement with two GPUs, we ran two instances of CL2QCD.
The energy consumption is measured for the whole system over the whole application runtime
using an LMG95 [12] power meter. As the runtime of the HMC algorithm is influenced by the
random numbers used, all measurements were performed for ten random number seeds and the
analysis was performed on the average result.

Figure 4a shows the power consumption of the systems averaged over the duration of one step
of the HMC algorithm. Equipped with one GPU, the system requires 348 W running CL2QCD.

2 The calculation is based on a price of 1299 C for the XL Core system from the web shop at http://www.one.
de on 5 July 2013. It includes a value added tax (VAT) of 19 % and an AMD Radeon HD 7970. The price of the latter
has been deducted, of course.

5

http://www.one.de
http://www.one.de


P
o
S
(
L
A
T
T
I
C
E
 
2
0
1
3
)
0
3
2

Twisted-Mass Lattice QCD using OpenCL Matthias Bach

CPUs 1 GPU 2 GPUs
0

200

400

600
W

(a) Average power consumption during an
HMC trajectory

CPUs 1 GPU 2 GPUs
0

1

2

3

Tr
aj

ec
to

rie
s

pe
rk

W
h

(b) Energy-efficiency in the HMC

Figure 4: Energy consumption of CPU and GPU systems in comparison

This is hardly more than the 343 W required by the pure CPU system running tmlqcd. Adding
the second GPU to run a second instance of the HMC increases the power consumption by about
235 W.

Figure 4b shows the energy efficiency of the different systems when performing HMC calcu-
lations. The CPU system performs about 0.63 HMC trajectories per kWh. The single-GPU system
is 4.5 times as efficient. It can perform 2.85 HMC trajectories per kWh. The two-GPU system
shows the best energy efficiency, performing 3.3 HMC trajectories per kWh. This is 5.25 times the
energy efficiency of the CPU system.

5. Conclusion

CL2QCD is an OpenCL based Lattice QCD framework which allows to perform the whole
HMC on the GPU. On the AMD FirePro S10000, its /D kernel provides 100 GFLOPS in double
precision. Based on OpenCL it can also be used on NVIDIA GPUs and on CPUs.

So far, development has been focused on thermal lattices optimising single-GPU performance.
As long as a thermal lattice fits on one unit, only a minimal speed-up can be reached using multiple
GPUs within a single node. Yet, for vacuum lattices the CG solver shows linear scaling with an
efficiency of about 85 %

In terms of normalized TCA, GPU-based clusters match conventional large-scale Lattice QCD
systems. Contrary to those, however, they can be scaled up from a single node. In comparison to a
CPU system of comparable cost, the GPU system achieves 12 times the throughput.

The usage of GPUs provides a significant advantage in terms of energy efficiency. A single-
GPU system operates at a similar power consumption level as a typical CPU system. Taking into
account its higher performance, the GPU based system is four times as energy-efficient.

Currently, support for staggered fermions is being added to CL2QCD. To further improve per-
formance, mixed-precision solvers as well as parallelization to multiple nodes should be evaluated.
Also—to improve the platform independence—CL2QCD will have to be further optimized for the
NVIDIA and the Intel platforms.
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