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We present results for the gluon and ghost propagators and the ghost-gluon vertex obtained from
Dyson-Schwinger equations. In the zero temperature case we elaborate on the role of the three-
gluon vertex and discuss a model that can capture its qualitative features like its anomalous di-
mensions and a zero crossing of the dressing function. Our results compare well with lattice data.
At non-zero temperature we calculated the ghost propagator which agrees rather well with lattice
results already within our simple truncation. These results are used to obtain the temperature
dependence of the ghost-gluon vertex. We also explain why the ghost propagator does not react
to the phase transition despite its direct coupling to the chromoelectric gluon.
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1. Introduction

Quantum chromodynamics (QCD), one of the building blocks of the standard model of particle
physics, is a theory with many interesting features, for example, asymptotic freedom, dynamical
mass generation or confinement. The high energy regime is well understood, but at lower energies
the strongly coupled nature of QCD impedes progress. Several non-perturbative methods are pur-
sued to tackle the intricacies of low energy QCD. Since every method has its benefits as well as its
shortcomings, it is often advantageous to combine them or make comparisons.

Here we follow an approach to QCD that is based on its Green functions. They are the basic
building blocks for the calculation of many non-perturbative quantities, for example, the masses
and other properties of hadrons, e.g., [1, 2], and are useful in understanding aspects of confinement,
e.g., [3]. Since Green functions are gauge dependent quantities we have to settle for a specific
choice of gauge. A very convenient one from the computational point of view is the Landau gauge:
it is covariant, has the minimal number of Green functions, and with hindsight we can say that it
is also very amenable for the investigation with functional methods. It can also be implemented
straightforwardly on the lattice, even though these implementations are not unique in the infrared
due to the Gribov problem as discussed, e.g., in [4].

It is noteworthy to say that in the past lattice and functional methods both have made impor-
tant contributions to the understanding of the non-perturbative behavior of Green functions. For
lattice calculations the asymptotic regimes are notoriously difficult due to the finite lattice size and
the non-zero lattice spacing. However, in 2007 the situation changed when lattices became large
enough [5, 6, 7, 8] to proceed far enough into the infrared (IR) to challenge the so-called scaling so-
lution found with functional equations [9, 10, 11]. The solution found on the lattice became known
as decoupling or massive solution. Soon thereafter it could also be reproduced with functional
methods [12, 13, 14, 15] and also by an extension of the Gribov-Zwanziger action [16, 17, 18].
Indeed it turned out that with the latter one can obtain a family of decoupling solutions [12, 14]. It
is currently not settled what the source of this ambiguity is. Possible explanations include Gribov
copy effects [19, 20, 21, 22, 23]. While this is certainly an interesting topic by itself, it must be
stressed that this effects only the deep IR and physical quantities seem unaffected by this, for exam-
ple, the phase transition temperatures [24]. Hence, for physical applications, it is more important
to focus on the mid-momentum regime which is the focus of this work.

An obvious advantage of functional equations is the absence of the notorious sign problem of
lattice QCD at non-zero density. Albeit cumbersome, calculations in this regime are possible; for
a few examples see [25, 26, 27, 28, 29, 30]. The issue functional equations have to deal with are
the required truncations of the infinite tower of equations. Thus, where possible, comparisons with
results from other methods can serve as useful benchmarks to judge the reliability of the employed
truncations and can provide an idea of how far to trust the results.

Since truncations of functional equations are usually motivated by the asymptotic behavior it
is a priori not clear if extensions of the truncation improve the results quantitatively. The only way
to find out is to actually carry out the calculation. If the answer is affirmative, we are rewarded by
a host of possible future applications ranging from the calculation of quantities that are currently
too costly on the lattice (e.g. four-point functions) to calculations at non-zero density.

Here we present one step beyond the truncation scheme that was the state of the art for 15
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years by including the ghost-gluon vertex into the set of equations to be solved [31]. The ghost-
gluon vertex always played a central role for the truncation of functional equations since it becomes
momentum independent for asymptotically low and high momenta [32]. The deviation from the
tree-level expression is only minor [31, 33, 34, 35, 36] and induces only very small quantitative
changes in the gluon propagator. The main quantitative changes necessarily can then be expected
from the three-gluon vertex and the two-loop diagrams (which also contain the former). In this
work we employ a model for the former whose form is motivated by analytic and lattice results [34]
and that effectively includes contributions from the two-loop diagrams. All presented calculations
used the programs DoFun [37, 38] and CrasyDSE [39].

2. Zero temperature

The three-gluon vertex plays an important part in the gluon DSE. Its detailed form directly
impacts the gluon dressing in the mid-momentum regime. In ref. [31] we proposed a model as
an extension of the model of ref. [40] that has the following properties: 1.) It is Bose symmetric.
2.) It has the correct anomalous dimension. 3.) It features a zero crossing. The last property was
first observed in three and two dimensions on the lattice [34, 41, 42] and later on confirmed with
DSEs for two, three and four dimensions [31, 43, 44]. On the lattice no points with negative values
have been observed in four dimensions [34], but the position of the zero crossing extracted from a
leading order DSE calculation is at lower momenta than currently available [31]. The model has
the form DA3

(x,z,y) = DA3,IR(x,y,z)+DA3,UV (x,y,z) with

DA3,UV (x,y,z) = G
(

x+ y+ z
2

)α

Z
(

x+ y+ z
2

)β

, (2.1)

DA3,IR(x,y,z) = hIR G(x+ y+ z)3( f 3g(x) f 3g(y) f 3g(z))4, (2.2)

where f 3g(x) := Λ2
3g/(Λ

2
3g + x) serves to damp the IR part for higher momenta and Z(x) and G(x)

are the gluon and ghost propagator dressing functions. x, y and z are squared momenta. hIR is
chosen as −1 and Λ3g is a scale parameter that determines the position of the zero crossing. While
DA3,IR(x,y,z) describes the IR behavior of the vertex only roughly, it turns out that DA3,UV (x,y,z) is
quite a reliable approximation in the UV. The exponents α and β are chosen such as to reproduce
the correct anomalous UV dimension of the vertex and to render DA3,UV (x,y,z) constant in the IR,
viz., α =−17/9 and β = 0 for decoupling.

The employed model can be used to effectively include two-loop contributions by adjusting
the zero crossing. We use this freedom in the present model to optimize our results in the mid-
momentum regime. Fig. 3 compares the optimized effective three-gluon vertex with lattice results
and a leading order DSE calculation using the final propagators and ghost-gluon vertex. Results for
the system of propagators and ghost-gluon vertex are shown in figs. 1 and 2. The propagator dress-
ing functions are in good agreement with lattice results. For comparison we also show results from
a propagator-only calculation with the three-gluon vertex of ref. [40]. The quality of our results is
comparable to those from the functional renormalization group, see [14] for the propagators and
[45] for the ghost-gluon vertex.
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Figure 1: The gluon and ghost dressing functions Z(p2) and G(p2) in comparison with lattice data [7].
The red/continuous lines represent the results with a dynamic ghost-gluon vertex and the optimized effective
three-gluon vertex, the green/dashed lines a reference calculation with a bare ghost-gluon vertex and the
three-gluon vertex of ref. [40].
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Figure 2: Ghost-gluon vertex dressing function at vanishing gluon momentum (left) and symmetric point
(right). The two lines correspond to results from different three-gluon vertex models. Lattice date from [46].

3. Non-zero temperature

At non-zero temperature fit functions for the gluon propagator dressings are available from
ref. [47]. With DSEs the gluon propagator dressings were calculated in [48, 49]. We used them
for the calculation of the ghost dressing function. Using a bare ghost-gluon vertex we obtained the
results shown in Fig. 3. Despite the approximated ghost-gluon vertex good agreement with lattice
data is seen. As expected from previous results from the lattice, e.g., [47, 49], and flow equations
[45], we do not find any sign of the phase transition in the ghost propagator. From the functional
point of view this can be understood directly from the corresponding DSE: At the zeroth Matsubara
frequency, p0 = 0, the loop with the chromoelectric gluon propagator reads explicitly:

−g2Nc

∫
q

q2
0
~k · ~p(~k2 +~k ·~q)

~p2~k2 (q2
0 +

~k2)2(q2
0 +~q2)

G(~q2,q0)ZL(~k2,−q0) (3.1)

where~k =~p−~q. The sum over Matsubara frequencies does not have a contribution from q0 = 0 due
to the factor q2

0 in the numerator. The first non-vanishing contribution stems from q0 = 2π T . Since
the chromoelectric gluon dressing ZL for non-zero Matsubara frequencies can be approximated by
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Figure 3: Left: Lattice results from ref. [34] (dots) in comparison with the employed model (thick/red line)
and a ghost-triangle-only calculation (thin line) of the three-gluon vertex at the symmetric point. Right: The
ghost dressing function at T = 0.733Tc, 1.005Tc and 1.1Tc compared to lattice data from ref. [47, 51]. The
data was shifted as indicated to distinguish the different temperatures.

Figure 4: Ghost dressing function (left) and ghost-gluon vertex dressing function (right) at non-zero tem-
perature.

ZL(p0,~p2) ∼ ZL(0, p2
0 +~p2) [47] and p2

0 = 1.74GeV at the phase transition, one can see that this
integral is not sensitive to the phase transition. This approximation was employed for the gluon
dressings only, while for the ghost propagator also higher frequencies were explicitly calculated.
At temperatures above 200MeV deviations from an equivalent approximation were only found for
n = 1 and were within 5%. This is in agreement with [47, 50]. In Fig. 4 the smooth transition of
the ghost propagator dressing at Tc can be seen.

The ghost propagator serves as a good test of the employed functional framework. As a next
step we calculated the ghost-gluon vertex, for which to our knowledge currently no lattice data is
available at non-zero temperature. Results from the functional renormalization group can be found
in ref. [45]. For this calculation we used the gluon propagator dressing fits and the results for the
ghost propagator from above. At the symmetric point the temperature and momentum dependence
is shown in Fig. 4. A small kink at Tc is visible, but this may be an artifact of the truncation; for
example, the dressed three-gluon vertex is not taken into account yet. The other wiggles in the
dressing can directly be traced back to stem from the fits of the gluon propagator dressings.
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4. Summary

At zero temperature we calculated the ghost and gluon propagators and the ghost-gluon ver-
tex and compared them to lattice results. Using an optimized effective three-gluon vertex whose
functional form is motivated by lattice results, we find good agreement. At non-zero temperature
we took advantage of available lattice data for the gluon propagators. The calculation of the ghost
dressing function served as a check for our setup. We also explained how one can understand from
the ghost propagator DSE that the ghost is not sensitive to the phase transition although it couples
to the chromoelectric gluon. Finally, we calculated the ghost-gluon vertex.

In general the calculation of vertices with functional methods has the advantage of being able
to resolve the complete momentum dependence, whereas on the lattice typically specific momen-
tum configurations are calculated. It should be stressed that such results nevertheless provide in-
sight into the general behavior of Green functions and are useful for gauging the truncation depen-
dence of functional results. Results for three-point functions at non-zero temperature can be used,
for example, in the calculation of the Polyakov loop potential along the lines of [3, 30].
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