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I present results on updates on PDFs which are obtained within the general framework which led
to the MSTW2008 PDF sets. There are some theory and procedural improvements and a variety
of new data sets, including many relevant up-to-date LHC data. A new set of PDFs is very close
to being finalised, with no significant changes expected to the preliminary PDFs shown here.
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Updates of PDFs in the MSTW framework R.S. Thorne

I present an update of the parton distribution functions (PDFs) presented by the MSTW col-
laboration [1]. The overall procedure for obtaining these PDFs is in most ways very similar to this
previous analysis. However, there are a number of changes in theoretical treatment or procedures,
and a large number of new or updated data sets included, particularly from the LHC.

In the new analysis we continue to use the extended parameterisation with Chebyshev poly-
nomials, and the additional freedom in deuteron nuclear corrections introduced in [2] which led
to a change in the uV − dV distribution. We now also use the optimal GM-VFNS choice [3]
which is smoother near to the heavy flavour transition points, particularly at NLO. We correct
the ν + N → µ+µ− cross-sections [4] for a missing small contribution, though checks show this
has a very small effect on the strange quark distribution. However, also relevant for these data,
we have changed the value of the charm branching ratio to muons used, and additionally we
now apply an uncertainty on the branching ratio which feeds into the PDFs. Specifically we use
Bµ = 0.092±10% from [5], which is not reliant on a PDF input which might bias the result. We
update to a more recent determination of nuclear target corrections [6]. These improves the global
fit quality by ∼ 25 units, mainly in nuclear target structure functions. We now treat correlated
systematic errors as being multiplicative not additive. Explicitly we use using the χ2 definition

χ
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Di +∑

Ncorr
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so with our new choice the uncorrelated errors scale with the data. We make some other additional
minor changes, but none have any significant impact.

There are also various changes in non-LHC data sets. Most important is the replacement of
HERA run I neutral and charged current data from H1 and ZEUS with the combined data set with
the full treatment of correlated errors [7]. The fit to the data is very good and is slightly better at
NNLO than at NLO. We include the HERA combined data on Fc

2 (x,Q2) [8]. Again the fit quality
is about χ2 = 1 per point. There is no inclusion of separate run II H1 and ZEUS data sets yet,
since we wait instead for the Run II combination data. We include some updated Tevatron data
sets, i.e. the CDF W -asymmetry data [9], the D0 electron asymmetry data [10] with pT > 25 GeV
based on 0.75 fb−1 and new D0 muon asymmetry data [11] for pT > 25GeV based on 7.3 fb−1. We
also include final numbers for CDF Z-rapidity data [12] – preliminary numbers were used in the
MSTW2008 fit – though this leads to very little change in PDFs. Overall the inclusion of the new
HERA and Tevatron data and the change in procedures results in only a small change in the PDFs,
other than already seen in uV −dV [2], or in the best fit value of αS(M2

Z). At NLO αS(M2
Z)→ 0.1199

from 0.1202 and at NNLO αS(M2
Z)→ 0.1180 from 0.1171. The central value of the PDFs obtained

from these changes are shown at NLO as a ratio to MSTW2008 in Figs. 1 and 2.
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Gluon at NLO
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Light quarks at NLO
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Figure 1: Comparison of the gluon and light quark distribution at NLO.

As well as the updates mentioned above we now include a large variety of LHC data in the
fits. A large component of this is rapidity-dependent vector boson production: ATLAS W,Z cross
sections differential in rapidity [13]; CMS data on the asymmetry of W bosons decaying to lep-
tons [14, 15], and Z rapidity data [16]; LHCb data on W and Z rapidity distributions [17, 18];
and ATLAS high mass Drell Yan data [19]. (We are yet to finalise fits to the data in [21].) The
MSTW2008 data were known to describe the CMS W asymmetry data and implicitly the asym-
metry inherent in the ATLAS W data badly, but this was automatically improved enormously by
the change in the small x valence quarks in the MSTWCPdeut sets [2]. The W+/W− asymmetry
is no longer a problem at all for either the ATLAS and CMS data, with predictions and fit good,
though slightly better at NLO. The fit quality for the ATLAS W,Z rapidity data before LHC data
are included is χ2 ∼ 1.6 per point at NLO and χ2 ∼ 2 per point at NNLO. Inclusion of LHC data in
the fit leads to some extra improvement at NLO, χ2∼ 1.3, with the strongest pull on the gluon PDF.
The quality also improves to χ2 ∼ 1.3 at NNLO, where the most obvious change is in the strange
quark. The fit quality to all other vector boson production data is good. We also include data on σtt̄

from the combined cross section measurement from D0 and CDF [20], and all published data from
ATLAS and CMS, using mpole

t = 172.5 GeV (the value used in the Tevatron combination) with an
error of 1 GeV. Predictions and fit results are good, with NLO preferring masses slightly below
mt = 172.5 GeV and NNLO masses slightly above.

At NLO we also include CMS inclusive jet data data [21] together with ATLAS 7 TeV[23]
and 2.76 TeVdata [24]. The ATLAS fit quality is χ2/Npts = 112/114 and for CMS is χ2/Npts =
186/133 before the data are included directly – at least as good as most other PDF sets. (This does
not include the further breakdown of one correlated uncertainty into five recommended in [25],
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x(uV-dV) at NLO
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Strange+antistrange quark at NLO
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Figure 2: Comparison of the uV −dV and s+ s̄ distribution at NLO.

which lowers the χ2 to about 1 per point.) The simultaneous fit of CMS data together with ATLAS
7 TeV+ 2.76 TeVdata leads to a reasonable improvement for CMS data, but only a tiny amount for
ATLAS data. The inclusive jet data from the experiments seem extremely compatible. Including
all the LHC data at NLO leads to αS(M2

Z) = 0.1193, close to the MSTW2008 value. Whether
to include inclusive jet data at NNLO is not clear. Previous analyses have used the approximate
threshold corrections [26] which give about a 10-20% correction. For LHC data the corrections are
very similar for fairly high x values such as those probed at the Tevatron, as illustrated in Fig. 50
of [27], but they blow up when low x is probed at the LHC, i.e. far from threshold. Moreover, the
initial threshold calculation does not account for the variation with different jet radius R. A recent
improved calculation [28] has built in R dependence and shows that while the R-dependence is large
at NLO there is little extra R variation at NNLO. However, the calculations still have problems at
low pT . The enormous project of the full NNLO calculation [29, 30] is nearing completion, and
gives some indications of the full form of the correction, with correspondence to the approximate
threshold correction in the appropriate region. Hence, as default at NNLO we still fit Tevatron jet
data, which seems safe since these are always relatively near to threshold. We do not include the
LHC jet data in the standard fit. However we also try putting in “smaller” and “larger” approximate
NNLO K-factors for the LHC data, i.e. with corrections of about∼ 10% and∼ 20% respectively at
pT = 100 GeV. The prediction for LHC data is good for the PDFs where the data are not included
in the fit. The fit quality is a small amount worse than at NLO, and deteriorates a little with the
larger K-factor. At NNLO the extracted αS(M2

Z) = 0.1162, but with a larger uncertainty in the
upwards direction. When the LHC jet data are included in a fit the quality improves by a few units
in χ2, mainly for CMS data, and both PDFs and αS(M2

Z) change by amounts very much smaller
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Gluon at NNLO
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Strange+antistrange quark at NNLO
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Figure 3: Comparison of the gluon and s+ s̄ distribution at NNLO.

than their uncertainty. For most of the PDFs the change compared to MSTW2008 at NNLO is very
similar to that at NLO. There are some differences for the gluon and strange quark, and the central
values obtained in our updated fit are shown at NNLO as a ratio to MSTW2008 in Fig. 3 . The
uncertainty on the NNLO gluon is perhaps slightly larger at high x due to the omission of LHC jet
data. The strange quark increases slightly more at NNLO than it does at NLO, though the details
depend on the number of free parameters in the strange quark distribution, where 6 free parameters
gives some unusual features, so we reduce to four.

These NLO and NNLO PDFs are not final, but we expect little change in an updated set soon
to be released.
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