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1. Introduction

Diffractive reactions of typeep→ eXY, whereX is a high-mass hadronic final state andY
is either the elastically scattered proton or its low-mass excitation, represent about 10% of neutral
current DIS events observed at HERA. The QCD factorisation theorem[1, 2] states the calcula-
tion of the diffractive DIS cross section factorises into hard scattering matrix elements calculable
within the perturbative approach and into non-perturbative diffractiveparton distribution functions
(DPDF) introduced in analogy with inclusive DIS. DPDFs are obtained in QCD fits of inclusive
diffractive data [3] and are successfully used to predict cross sections for diffractive production of
jets, charm and vector mesons.

DPDFs are dominated by the gluon component which is determined indirectly via scaling
violations in the inclusive diffractive measurements. Exclusive measurements of production of jets
or heavy quarks are sensitive directly to the gluon component of DPDFs as the underlying process
is mostly the boson-gluon fusion (BGF) [4].

Final states of diffractive collisions are characterised by the clear separation of the systems
X andY in rapidity. Diffractive events may be identified either by the large rapidity gap(LRG)
method, where no energy deposit above the noise level is required in the forward region of the
detector, or by direct detection of the scattered proton. The production of dijets in diffractive
DIS has been studied at HERA using both the LRG method [5, 6] and the direct scattered proton
tagging [7]. The results of the previous dijet measurements are well reproduced by next-to-leading
order (NLO) QCD calculations based on DPDF extracted from the inclusive diffractive data.

A new measurement of the dijet production in diffractive DIS is provided byH1. The lu-
minosity of the analysed data is unprecedentedly high, six times higher than [5], and, in order to
maximise the aim of the high statistics, the data are corrected to the level of stable hadrons using
the regularised unfolding. The measured cross sections are compared tothe NLO QCD predictions
evaluated with input DPDFs determined in previous inclusive diffractive measurements at H1 [3].

2. Experimental Procedure

The data of the total luminosity of 290 pb−1, collected by the H1 detector [8, 9], are analysed
in the presented measurement. The visible phase space for the diffractivedijet production is defined
by the following kinematic boundaries:

4 < Q2
< 100 GeV2

, 0.1 < y < 0.7 (2.1)

|t| < 1 GeV2
, MY < 1.6 GeV (2.2)

xIP < 0.03 (2.3)

p∗T,1 > 5.5 GeV, p∗T,2 > 4.0 GeV (2.4)

−1 <ηLAB
1,2 < 2 (2.5)

The DIS events are selected by identification of the scattered electron. Themeasurement is
constrained by (2.1) in the photon virtualityQ2 and in the inelasticityy in order to achieve the
precise determination of the scattered electron four-momentum.
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A sub-sample of diffractive events is selected using the LRG method where signals left in the
forward components of the detector are required to be below noise levels.The systemX is thus
isolated in the main part of the detector while the systemY escapes undetected. The momentum
transfert and the massMY are not reconstructed and the resulting cross sections are integrated in
the limits (2.2) which are imposed by efficiencies of the sub-detectors used in the LRG selection.
The relative proton momentum lossxIP is constrained by (2.3) to ensure the clear separation of the
systemsX andY is feasible.

Jets are reconstructed by thekT-algorithm withR= 1 [10] in theγ∗-p frame where the virtual
photon collides head-on with the proton. The leading and sub-leading jets are constrained in trans-
verse momentap∗T,1 andp∗T,2 in theγ∗-p frame (2.4) and in pseudorapiditiesηLAB

1 andηLAB
1 in the

laboratory frame (2.5).
The data are corrected to the hadron-level using the matrix unfolding with regularisation [11,

12, 13] implemented in the program TUnfold [14]. The statistical correlationsbetween the different
measurement bins as well as migrations around the phase space boundaries are treated within the
unfolding procedure. The migration matrix is determined in the MC simulation using the RAPGAP
event generator [15].

3. Theoretical Predictions

Cross sections for the diffractive DIS dijet production are calculated using the program NLO-
JET++ [16] adjusted for the diffractive regime [17]. The calculation is based on the factorisation
theorem. The hard scattering matrix elements are calculated up to NLO in the powers of the strong
couplingαs(µr) within theM̄S-scheme using five active flavors and the two-loop approximation for
the running ofαs. The world average valueαs(mZ) = 0.118 corresponding toΛ5 = 0.228 GeV is
considered. The matrix elements are convoluted with H1 2006 Fit B [3] DPDF.The renormalisation
and factorisation scales are defined asµr = µ f =

√

p∗2
T,1 +Q2. The calculation yields parton-level

cross sections which are corrected for the hadronisation effects usingthe MC simulation with the
RAPGAP event generator.

4. Results

The integrated cross section in the phase space given by constrains (2.1)- (2.5) is measured to
be

σ2 jet(ep→ eXY) = 69±2 (stat.) ±8 (syst.) pb . (4.1)

The total cross section is compared to the NLO QCD prediction

σ2 jet
NLO(ep→ eXY) = 66 +19

−17 (scale) +9
−16 (DPDF) ±3 (hadr.) pb . (4.2)

The prediction is compatible with the measurement within the experimental uncertainties. The
uncertainty on the NLO prediction is found to be larger than the total experimental uncertainty.

Figure 1 shows the differential cross sections measured as a function ofp∗T,1, Q2, logxIP andzIP

compared to the NLO QCD predictions corrected for the hadronisation effects. The shapes of the
displayed distributions are well described within the uncertainties. The high statistical uncertainty
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in the highest bin ofp∗T,1 arises due to the statistical correlations between the measured bins. The
QCD prediction in the highest bin ofzIP is biased with the large uncertainty of the DPDF and only
the upper bound for the cross section is thus predicted. The cross sections measured differentially
as a function of〈p∗T〉, p∗T,2, y and∆η∗ = |η∗

1 −η∗
2 | are displayed in Figure 2. The differential cross

sections are determined with experimental uncertainties which are lower than the uncertainties of
the NLO QCD calculation.

5. Conclusion

The cross sections for the dijet production in diffractive DIS are measured with the LRG
selection and are found to be well described by the NLO QCD predictions based on DPDF H1
2006 Fit B. Due to the high luminosity of the analysed data, the achieved experimental precision is
higher than the precision of the theory predictions.
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Figure 1: Diffractive dijet differential cross section as a functionof p∗T,1, Q2, logxIP andzIP. The inner error
bars of the data points represent the statistical uncertainty while the outer error bars include the systematic
uncertainties added in quadrature. The NLO QCD prediction based on the DPDF set H1 2006 B is displayed
as the white line with the inner band (orange) indicating theuncertainty of the hadronisation and DPDF fit
added in quadrature. The outer band (red) includes the QCD scale uncertainty.
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Figure 2: Diffractive dijet differential cross section as a functionof 〈p∗T〉, p∗T,2, y and∆η∗. The inner error
bars of the data points represent the statistical uncertainty while the outer error bars include the systematic
uncertainties added in quadrature. The NLO QCD prediction based on the DPDF set H1 2006 B is displayed
as the white line with the inner band (orange) indicating theuncertainty of the hadronisation and DPDF fit
added in quadrature. The outer band (red) includes the QCD scale uncertainty.

6


