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The planned High Luminosity Phase of the LHC (HL-LHC) will increase the collision rate in the
ATLAS and CMS detectors by nearly an order of magnitude beyond the maximum luminosity for
which the detectors have been designed. In that scenario, the number of proton-proton interactions
per bunch crossing is expected to be about 140, on average. This very high pileup environment
represents a major challenge for the L1 trigger of the experiments. The inclusion of the high
granularity information coming from the Silicon Tracking detectors increases the performance of
traditional triggers, based on Muon and Calorimeter information only. This poses new challenges
in the design and integration of the novel inner tracking detectors in both ATLAS and CMS. On
one hand, this is accomplished by modules capable of transverse momentum (pr) discrimination,
to only readout hits from relatively high pr particles. A second stage performs pattern recognition
and tracking at the first level trigger in a few us, then combined with the rest of the Muon and
Calorimeter information. This presentation will discuss the track trigger strategies, the expected

performances of L1 tracking, and use of the L1 tracks in the trigger.
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2. Introduction

The LHC will undergo two major luminosity increases in the next two decades [1]. The
first one, starting around 2019, will double the nominal luminosity of the LHC (thus reaching
2x10%*cm2s71), delivering nearly more than100 fb~! in the following three years in ATLAS and
CMS. After a long shutdown of 2 years, the luminosity will reach 5 x 103*cm™2s~!, with nearly
140 proton-proton interactions per bunch crossing, and a yearly integrated luminosity of more than
250 fb~!, for ATLAS and CMS. Also the detectors will undergo an important rebuild of the inner
trackers, and the main electronics. These two upgrades will allow the study of processes with very
small cross sections, among the many, those useful to study the properties of the Higgs boson. The
increased instantaneous luminosity and detector granularity will enhance the input trigger rate by
a factor 100 compared to Runl. In order to keep the same level of selectivity with 10 times higher
background rates, a higher background rejection power is mandatory , even in the case of a possible
increase of the Level 1 (L.1) rate. Using the tracker information, as currently done at the high level
trigger (HLT) [2], is the only viable solution. However, the HLT algorithms run on commercial
processors with times of a few tens ms, too long with respect to the available latency at L1 (a few
us). Even applying More’s law to the commercial processors performance in 10 years from now it
is impossible to match the goal, hence ad-hoc processors need to be developed, at least for ATLAS

and CMS.

3. Trigger architectures

We will review the strategies employed by ATLAS and CMS to use the information of the
Tracker in the early stages of event selection. Two possible approaches have been developed, with
different implications in the Tracker and Trigger electronics. In the first one - the "push" path - the
trigger data from the Tracker are combined with the trigger data coming from other subdetectors
(muon or calorimeters) and a "global-trigger" combines them as to make physics objects with
refined information, like muons, electrons, jets etc. In this case the high granular information of
the tracker is readout at 40 MHz, after an on-detector data reduction, like in CMS. In another
approach, the tracker information is readout at a rate smaller than 40 MHz, following a "Level-0"
signal from the muon or calorimeters in some region of interests, to then form tracker primitives
to be combined at Level-1 with the calorimeter and muons ones in a Global trigger. This second
approach, exploited by ATLAS, is less demanding in terms of data volume to be readout from the
Tracker.

3.1 CMS

The CMS current trigger architecture is based on a L1 trigger based on calorimeters and muon
detectors informations, with an L1-accept rate of 100 kHz and a latency of 6.4 us, followed by
a HLT run on a CPU farm. The trigger upgrade strategy of CMS [6] foresees to increase the
L1 latency up to 10 us and a L1-accept rate up to 1 MHz. The Track Trigger makes use of the
information coming from the detectors located at radii above 30 cm. The aim is to provide tracks
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with pr > 2 GeV/c in the full range of pseudo-rapidity covered by the Tracker (|| < 2.4), thus
also reducing the data rate to be used by the Track Trigger by roughly a factor 20. This is achieved
by using ad-hoc developed modules (pr-modules), exploiting the correlation, due to the high CMS
magnetic field, between hits on sensors separated by a few mm [7]. The latest CMS Tracker layout
is shown in Fig. 1 There are two types of (pr-modules): those below 60 cm in radius are composed
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Figure 1: Sketch of a quadrant of the Tracker Layout. Outer Tracker: blue lines correspond to PS modules,
red lines to 2S modules (see text for explanations of the module types). The Inner Pixel detector, with
forward extension, is shown in purple.

by pairing a Silicon pixelated sensor with a Silicon strip sensor on top, and are called PS-modules.
The pitch of the pixel and of the strips is 100um. A special ASIC, still under design [8], performs
cluster finding and form a pair of clusters (stub) compatible to being produced by tracks exceeding
a transverse momentum of 2 GeV/c. The modules between 60 and 100 cm from the beam line are
composed of pairs of Silicon strip sensors, and are called 2S modules. The strip pitch is 90 um and
are readout by a CBC chip [9] which performs digitization, cluster finding, filters clusters coming
from low pr tracks and finds finally stubs compatible to come from tracks with py > 2 GeV/c.
In both 2S and PS modules, the ASIC has a tunable window to select the desired py threshold,
which depends also from the sensor spacing which is instead fixed and optimized for accepting
tracks above 2 GeV/c in pr. The PS modules, being closer to the beam and made of one strip
and one pixel sensor provide also a fair pointing precision, that allows to achieve a resolution of
about one mm in the z impact parameter of the L1-trigger tracks, slightly larger than the average
spacing of the vertices of the pileup events. The stub data sent to the trigger processors consist
of the barycenter of the clusters in the two adjacent sensors and the direction of the vector joining
them, whose slope is indirectly proportional to the pr of the track candidate [10]. The stub data are
sent to the trigger processors from each individual module, via GBT links [11]. The py modules
select very efficiently the hits coming from tracks with py >2 GeV/c with a sharp turn on-curve,
in both the barrel as well as the end-cap detectors, as shown in Fig. 2. However, a large fraction of
stubs are produced by secondary tracks, mainly generated by interactions in the Tracker material.
Two different approaches are currently under study for L1-track reconstruction. In either case,
the trigger processors work in parallel using the data coming from several 1 — ¢ Tracker sectors.
Due to the fact that low p7 tracks might originate in a given sector and bend in ¢ the adjacent one,
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Figure 2: Stub efficiency finding for single pions in the barrel (left) and in disks (right) as a function of track
pr-

or due to the large luminous region (roughly Gaussian with 5 cm width) along the beam line, there
is the necessity to send a fraction of data from adjacent sectors in a given trigger processor.

One approach is based on using FPGA only. It first divides the Tracker into 16 ¢ and 2 n
sectors. Tracks are searched by using an iterative algorithm which combines pairs of stubs in
two subsequent detector layers: the seed (tracklet) formed by a pair of stubs is extrapolated to
neighboring layers and another stub is added if it is compatible with the extrapolated track; the
search is stopped if there are no compatible stubs.

The other approach, pursued by INFN, makes use of a two stage procedure, similar to the
one of FTK[3] by making use of Associative Memory [4] (AM) chips and ATCA boards. In CMS
the detector is subdivided into 8(¢9) x 6(n) trigger sectors. In a first stage, data are formatted
with coarser resolution than the detector pitch, and the pattern recognition is performed by match-
ing compatible sequences of low resolution stubs in 6 detector layers with pre-computed pattern
banks, residing in the AM chips. An AM chip finds track candidates in coarse resolution patterns,
i.e., roads. The high resolution stub data belonging to the matched pattern are then retrieved and
a second step of track reconstruction is performed on a FPGA, thus dealing with a smaller combi-
natorial problem. Every single sector receives on average 200 stubs, divided into 6 detector layers.
This number is about a factor of 5 to 10 smaller than the one from FTK, although they run at a
lower LHC luminosity, because of the excellent data reduction provided by the py modules. As in
the FTK approach the number of patterns required in each sector depends on the stub resolution
and the minimum p7 of the track trigger tracks: coarser stub resolution as well as higher py thresh-
old lower the number of needed patterns, but complicates the subsequent step of track finding in
the FPGA, which in turn affects the latency of the trigger algorithm and the purity of the tracks.
Viceversa, too precise stub information increases the number of patterns required, thus resulting in
an unpractical number of AM chips. These parameters are now under a global optimization, and
preliminary indications result in about 2 Million patterns for a p7 threshold of 2 GeV/c.

One last open question regards the system latency. CMS has now started a vigorous R&D with
the aim to build a Vertical Slice Demonstration System. This system will comprise a full tracking
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trigger path and will be used with simulated high-luminosity data to measure trigger latency and ef-
ficiency, to study overall system performance, and to identify potential bottlenecks and appropriate
solutions; the demonstration system will investigate both approaches, those using full FPGA and
the other one using AM chips and FPGA. The system is using state-of-the-art technologies, and
is just used for demonstration purposes, since the final system will be needed at later stages, and
would profit of additional R&D that will be performed in the future. The architecture under study
is based on ATCA with full-mesh backplane as shown in Fig. 3. The large inter-board communi-
cation bandwidth provided by the full-mesh backplane is used to time multiplex the high volume
(about 50 Tbps) of incoming data in such a way that the I/O bandwidth demands are manageable
at the board and chip level, making it possible for an early technical demonstration with existing
technology. The resulting architecture is scalable, flexible and open. For example, it allows differ-
ent pattern recognition architectures and algorithms to be explored and compared within the same
platform.
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Figure 3: Possible demonstrator system for the CMS Level 1 Track Trigger. On the left, two types of boards:
on top a "data input board" which receives the stub data, and on bottom a "pattern recognition board" that
performs pattern recognition and track reconstruction using Associative Memory chips. On the right a ATCA
crate equipped with several combinations of these boards.

CMS is also starting to investigate a possible L1 trigger using inner pixel detectors, located
below 20 cm in radius from the beam line. Several studies are currently ongoing, like providing
better precision primary vertices, or early rejections of photon conversions in the E-gamma triggers
by identifying electrons tracks in the pixel, or tau lepton reconstruction. Given the high data rate
expected, most likely a pull architecture (see Sec. 3) it is needed with additional latency up to a
total of 20 us to be included in the Level-1 trigger. These studies are yet preliminary and would
deserve more time before being presented.

3.2 ATLAS

The current ATLAS Trigger is composed of three levels. The first level (L1) is implemented
in custom-built electronics with a L1-accept rate of 100 kHz, followed by a the two-stage High
Level Trigger (HLT) is implemented in software executed on large computing farms. The ATLAS
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experiment trigger upgrade [12] is studying two different approaches. One approach is similar to
the one just discussed for CMS, though the ATLAS Tracker uses double sensor modules only in
some of the outer layers, given its lower magnetic field, as compared to the CMS one. The other
solution uses an architecture sketched in Fig. 4, where the coarse calorimeter and muon detectors
data provide a Level-0 (L0) accept signal at a rate of 500 kHz with a latency of 6.4 us in several
Regions of Interest (ROI). The data in the tracker front-end are kept in the pipeline and readout
after a LO accept only in some ROI. The L1 trigger is issued after combining the tracker data and
a refined information from the calorimeters and muon detectors, at a rate of 200 kHz and a latency
of 20 us. This requires in turn that the data from the Tracker front-end chips should arrive to the
L1 with a maximum latency of about 5 us. This is done in the front-end chip by exploiting a
dual buffer scheme for the the readout. The data coming from a stave of silicon strip sensors are
buffered in a first FIFO; upon a LO-accept the data corresponding to that particular event are moved
in a second buffer in the front-end chip, that upon a Regional Readout Request (R3) are read to the
L1 Track system with a prioritization scheme, for that given ROI. In this way only about 10% of the
readout data are effectively used for the trigger, since the LO-accept rate is 500 kHz. Simulations
shows that using such a scheme, the data are available to the L1 Track finding logic in about 5 us
at the expenses of an increase of the total bandwidth of 50% with respect to the readout the track
trigger.
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Figure 4: ATLAS L0 and L1 triggers readouts.

4. Tracking Triggers performances

Both ATLAS and CMS have started to evaluate the impact of including reconstructed tracks
at Level-1, using simulated events. The main studies have concentrated on physics objects, like
muons, electrons, taus or jets. For instance, ATLAS showed a rejection factor from 3 to 5 for
electrons, while keeping 95% efficiency on electrons from W decays, with respect to the ones
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without the inclusion of track-trigger, by matching the transverse energy in the calorimeter with

the pr of the electron candidate. Table 1 shows the preliminary studies performed by CMS [6].

Table 1: Overview of the projected improvement factors (as compared to the algorithm without Track-
trigger) for key trigger objects in CMS.

Trigger object | Single Muon | Single Elec- | Single Tau Single Photon | Multijet
tron
Main Track | Improved pr, | Matching Isolation and | Track Isola- | Match jet ver-
Trigger input | matching and | with cluster, | track-calo tion
isolation isolation matching
Improvement | ~6 ~10 ~5 2
factor
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