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1. Introduction

The CMS detector at the CERN LHC was designed to reconstruct all physics objects [1],
including light quarks and gluons manifested as jets, heavy quarks, charged leptons and photons,
with high efficiency, good resolution and low fake rate. It is foreseen to operate the LHC in the
future at unprecedented high luminosity regime, i.e. the HL-LHC or Phase II, to extend its physics
program. Luminosity will be leveled at ≈ 5× 1034 cm−2s−1, resulting in an average of about
140 superimposed events (pileup, PU) per bunch crossing. The CMS detector will need to be
upgraded accordingly, to maintain its physics potential in such environment, featuring an extended
acceptance and novel features, such as a Level 1 (L1) track trigger.

The purpose of the Phase II CMS upgrade is to preserve the object quality that will be achieved
during the current decade, but at the significantly higher luminosity and PU of the HL-LHC [2]. In
fact, if typical object performance falls by even about 10%, the sensitivity to a particular complex
final state can easily be degraded by more than 50%, effectively negating 5 years of HL-LHC
running. The goal of the design of the Phase II upgrade is to equal or exceed, at pileup of 140, the
performance of the Phase I detector at pileup of 50. Simulation studies evaluated the performance
of the new proposed CMS detector in comparison to Phase I at nominal condition and aged after
the collection of 1000 fb−1 of integrated luminosity.

2. The CMS detector performance in Phase II scenario

The main features of the CMS Phase II design include: A) a new silicon tracker, featuring
a 4 times larger granularity than current one, improved resolution, a reduced material budget, the
capability of providing L1 trigger information, and high pseudorapidity coverage with extended
forward pixels up to |η | 6 3.0; B) a High Granularity Calorimeter (HGCal) in the endcap, with
silicon sensors providing 3D shower profiles; C) an improved muon system in the endcap, enhanced
with GEM and RPC up to |η | 6 3.0; D) a new approach to L1 trigger with higher latency and
acceptance rate.

New reconstruction algorithms have been developed on the basis of the Run I experience,
and have been adapted for the Phase II scenario. A complete and accurate description of each
hard-scattering event will be provided by the reconstruction of all the physics objects in a unique
manner, i.e. an exclusive list of particle candidates to be used as physics objects or that can seed
more complex algorithms, such as jet, tau or missing transverse energy (MET) reconstruction [3].

The expected performance of object reconstruction is summarized in Figures 1 to 6. A new
primary vertex (PV) reconstruction [5] is needed as one third of PVs per event, typically, cannot be
reconstructed because of the small amount of low-pT tracks per interaction, vertex merging, and a
5 cm luminous region RMS length.

Jets are the experimental signatures of the production of quarks and gluons in high-energy
processes [3]. A new approach to pileup mitigation (called PUPPI) is being designed to remove
PU-induced offsets and effects of detector and reconstruction imperfections [4]. MET is defined as
the imbalance in the transverse momentum of all visible particles in the final state [6], and is of-
ten under-measured because of calorimeter threshold, track reconstruction inefficiency, non-linear
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Figure 9.2: For the three detector conditions: (upper left) The efficiency for reconstructing and
matching all generated vertices (signal and pileup) vs pileup; (upper right) the fake rate vs the
number of of pileup interactions; (lower left ) the ratio of the number of events in which the
vertex identified as the PV by the new algorithm is matched to the generated signal vertex to the
total number of events, plotted vs. pileup; and (lower right) the ratio of the number of events in
which the signal vertex is matched to the number of events in which it is reconstructed, plotted
vs. pileup

algorithm.

Figure 9.2b shows the fake rate vs the number of of pileup interactions. The fake rate is de-
fined as the fraction of reconstructed vertices in which there is no matching generated vertex,
(with the matching as defined for the efficiency). Vertices are also counted as fake when two
reconstructed vertices are matched to the same simulated vertex (duplicates). The upgraded
detector has by far the lowest rate of incorrect vertex identifications when the pileup becomes
very high. The aged Phase-I detector has the worst performance at high pileup. The condition
with the best tracking, the undamaged Phase-II detector, shows the best behavior while the
aged Phase-I detector shows the worst behavior.

In the Run-I analysis, for the primary vertex reconstruction, vertices are ordered by decreasing
value of SP2

T of their associated tracks. The PV is usually defined as the reconstructed vertex
with the largest value of this quantity. However, this method does not work well for the high
pileup of Phase-II. A new vertex reconstruction algorithm, which has been developed for high
pileup by the CMS b-tagging group, is used in this analysis.

Figure 9.2c shows the ratio of events in which the vertex identified as the PV by the new algo-
rithm is, in fact, matched to the generated signal vertex to the total number of events, plotted
vs. pileup for t � t̄ events and for Z ! µ+µ� events. Figure 9.2d shows the ratio of events in
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algorithm.

Figure 9.2b shows the fake rate vs the number of of pileup interactions. The fake rate is de-
fined as the fraction of reconstructed vertices in which there is no matching generated vertex,
(with the matching as defined for the efficiency). Vertices are also counted as fake when two
reconstructed vertices are matched to the same simulated vertex (duplicates). The upgraded
detector has by far the lowest rate of incorrect vertex identifications when the pileup becomes
very high. The aged Phase-I detector has the worst performance at high pileup. The condition
with the best tracking, the undamaged Phase-II detector, shows the best behavior while the
aged Phase-I detector shows the worst behavior.

In the Run-I analysis, for the primary vertex reconstruction, vertices are ordered by decreasing
value of SP2

T of their associated tracks. The PV is usually defined as the reconstructed vertex
with the largest value of this quantity. However, this method does not work well for the high
pileup of Phase-II. A new vertex reconstruction algorithm, which has been developed for high
pileup by the CMS b-tagging group, is used in this analysis.

Figure 9.2c shows the ratio of events in which the vertex identified as the PV by the new algo-
rithm is, in fact, matched to the generated signal vertex to the total number of events, plotted
vs. pileup for t � t̄ events and for Z ! µ+µ� events. Figure 9.2d shows the ratio of events in

Figure 1: For the three detector conditions: (left) The efficiency for reconstructing and matching all gen-
erated vertices (signal and pileup) vs pileup; (right) the ratio of the number of events in which the vertex
identified as the primary vertex by the new algorithm is matched to the generated signal vertex to the total
number of events, plotted vs. pileup.
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effect on the jet energy measurements.

The physical structure of the detector affects directly the jet resolution in different h regions.
The plots in Figure 9.5 shows the resolution as a function of h for jets in the region 30 < pT <150
GeV. The Phase I aged 140 PU sample is degraded particularly in the region of 2.5 < |h| < 3
in which it presents two large spikes in resolution. The extension of the tracker in the Phase-II
detector together with the new calorimeters significantly reduces those spikes bringing them
in line with the resolution seen in the more central part of the detector. This is seen in all jet
types and is another performance gain achievable with the upgraded detector of Phase-II.
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Figure 9.5: Jet response resolution of corrected PUPPI jets as a function of jet pT for jets (left) in
|h| < 1.3 and (middle) in 1.3 < |h| < 3.0; (right) Jet response resolution as a function of h in
the range 30 < pgen

T <150 GeV.

9.3.3.4 Pileup-Jet Misidentification

The increase in the number of pileup events results in larger number of jets that can mimic
or “fake” hard-scatter jets from the primary interaction. The number of these “pileup jets”
depends on the pT as well as on the details of the jet algorithm. We quantify the ratio of fake
jets as the average number of reconstructed jets in a given pT and h bin to the average of the
number of reconstructed jets that can be matched to a particle-level jet in the same sample. The
Figures 9.6 shows this ratio as a function of pT for PUPPI jets. The fake rates more than doubles
for the Phase-I aged detector at pileup of 140. The fake rates for the upgraded Phase-II detector
are restored to the low values of the Phase-I unaged detector at pileup of 50.

9.3.4 Performance of Missing ET

Missing transverse energy, commonly known as “MET” and written symbolically as E/T is de-
fined as the imbalance in the transverse momentum of all visible particles in the final state. E/T
is calculated as the negative vectorial sum of transverse momentum of all particles that interact
via the electromagnetic or strong forces with the detector. PF E/T is used commonly within CMS
by summing over all PF particles in the event. Although pileup interactions are not expected
to have significant amounts of E/T, it has been observed that pileup interactions have a consid-
erable effect on the MET resolution [202]. By further exploiting the pileup mitigation technique
of PUPPI algorithm, PUPPI E/T is calculated using PF candidates whose transverse momenta
are weighted by the PUPPI algorithm as described in Section 9.3.2.3.

The magnitude of E/T can be under-measured for a variety of reasons, like minimum energy
threshold of the calorimeter clustering, inefficiency in track reconstruction, non-linear response
of the detector etc. These biases can be compensated by correcting the pT of jets to the particle
level pT using the jet energy correction as described in Section 9.3.3.2.

260 Chapter 9. Overall Detector Performance

Reco
T

p
210 310

M
at

ch
ed

/N
. j

et
s

R
ec

o
N

. j
et

s

0

1

2

3

4

5

Phase I 50 PU

Phase I Aged 140 PU

Phase II 140 PU

, R=0.4 (PUPPI)TAnti-k
 < 1.3η0 < 

14 TeV 

CMS Simulation

Reco
T

p
210 310

M
at

ch
ed

/N
. j

et
s

R
ec

o
N

. j
et

s

0

1

2

3

4

5

Phase I 50 PU

Phase I Aged 140 PU

Phase II 140 PU

, R=0.4 (PUPPI)TAnti-k
 < 3.0η1.3 < 

14 TeV 

CMS Simulation

Figure 9.6: Ratio of the number of reconstructed PUPPI jets to the number of reconstructed jets
matched to particle level jets for different pT bins.

Figure 9.7: Illustration of Z ! µ+µ� event kinematics in the transverse plane. The vector ~uT
denotes the vectorial sum of all particles reconstructed in the event except for the two muons
from the Z decay.

The performance of E/T is studied using samples of events where a Z boson is produced, recon-
structed, and identified in the Z ! µ+µ� decay. While there is no genuine E/T in these samples,
the PF objects, exclusive of the dimuon, are used to reconstruct the pT of the dimuon, which
serves as a proxy for E/T and is very well measured by the tracking system.

By comparing the well measured vector boson with the hadronic recoil system, we can measure
the scale and resolution of E/T. As illustrated in Figure 9.7, the reconstructed vector boson
momentum in the transverse plane is ~qT, and transverse momentum of the hadronic recoil,
defined as the vectorial sum of the transverse momenta of the other objects besides the two
muons from the Z boson decay is ~uT. Momentum conservation in the transverse plane requires
~qT + ~uT + ~E/T = 0. The hadronic recoil can be projected onto the direction of ~qT, yielding the
parallel (uk) and perpendicular (u?) components.

The value of uk is typically negative, since the hadronic system is usually pointing in the oppo-
site direction from q̂T. We refer to < �uk > /qT as the response of the E/T. Figure 9.8 shows the
response of the component parallel to the Z boson. The PUPPI E/T tends to reach unity more
slowly than the PF E/T. The PUPPI E/T of Phase I 140PU with aging reaches unity much more
slowly, comparing to the Phase-I 50PU and Phase-II 140PU.

We refer to the width of the uk and u? distributions as the E/T resolution. It is taken as the s

Figure 2: For the three detector conditions: (left) jet response resolution of corrected PUPPI jets as a
function of jet pT for jets (left) in the 1.3 < |η | < 3.0 region; (right) ratio of the number of reconstructed
PUPPI jets to the number of reconstructed jets matched to particle level jets for different pT bins.
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Figure 9.8: (left) PF and (right) PUPPI response curves of the hadronic recoil component par-
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no aging (blue point) , Phase-I 140PU with aging (red point), and Phase-II 140PU (green point)
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Figure 9.9: (left) PF and (right) PUPPI E/T resolution curves for the parallel component of
hadronic recoil to Z boson, measured in Z ! µ+µ� events in Phase-I 50PU no aging (blue
point), Phase-I 140PU with aging (red point), and Phase-II 140PU (green point) samples.

of a Gaussian function fitted to the uk and u? distributions, which have been corrected for E/T
response. Figure 9.9 shows the resolution of the parallel components of PF and PUPPI hadronic
recoil. Because of the smearing from pileup, we don’t observe a strong qT dependent for the
resolution curves as observed in [202]. The Phase-II detector has similar PF E/T resolution as
the Phase-I with aging at 140PU, because of the large pileup smearing effect. With the PUPPI
pileup mitigation, the Phase-II detector with 140 pileup has E/T resolution that is a factor of two
better than is achieved with PF E/T.

Particle flow and pileup mitigation rely heavily on tracking. In the Phase-I detector, there
is no tracking to help in the forward direction, |h| > 2.5. The Phase-II upgrade addresses
this problem by extending tracking to |h| ⇠ 4. The effectiveness of this forward tracking is
shown in Figure 9.10, which compares the distribution of E/T in Drell-Yan events for the Phase-
I detector with the identical detector except that it has the tracking extended in h. Since this
sample should have relatively little E/T, the tracking extension has clearly reduced the false E/T
by a large amount.
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Figure 9.9: (left) PF and (right) PUPPI E/T resolution curves for the parallel component of
hadronic recoil to Z boson, measured in Z ! µ+µ� events in Phase-I 50PU no aging (blue
point), Phase-I 140PU with aging (red point), and Phase-II 140PU (green point) samples.

of a Gaussian function fitted to the uk and u? distributions, which have been corrected for E/T
response. Figure 9.9 shows the resolution of the parallel components of PF and PUPPI hadronic
recoil. Because of the smearing from pileup, we don’t observe a strong qT dependent for the
resolution curves as observed in [202]. The Phase-II detector has similar PF E/T resolution as
the Phase-I with aging at 140PU, because of the large pileup smearing effect. With the PUPPI
pileup mitigation, the Phase-II detector with 140 pileup has E/T resolution that is a factor of two
better than is achieved with PF E/T.

Particle flow and pileup mitigation rely heavily on tracking. In the Phase-I detector, there
is no tracking to help in the forward direction, |h| > 2.5. The Phase-II upgrade addresses
this problem by extending tracking to |h| ⇠ 4. The effectiveness of this forward tracking is
shown in Figure 9.10, which compares the distribution of E/T in Drell-Yan events for the Phase-
I detector with the identical detector except that it has the tracking extended in h. Since this
sample should have relatively little E/T, the tracking extension has clearly reduced the false E/T
by a large amount.

Figure 3: For the three detector conditions: (left) response curves of the hadronic recoil component parallel
to Z boson as a function of Z boson qT and (right) resolution curves for the parallel component of hadronic
recoil to Z boson, measured in Z→ µµ events.

detector response. Performance evaluation of MET reconstruction is based on the measurement of
hadron recoil in Z→ µµ events.

b-tagging is the identification of b-hadron decays distinctive signatures, such as displaced
tracks, secondary vertices, soft leptons in jets [7]. Correct association to primary vertex is more
difficult at high PU, and will be improved since Run I with inclusive vertex finder, and extended
with forward pixels up to |η |< 3.0.

Electron and photon reconstruction will benefit from the upgraded ECAL readout in the bar-
rel, the new HGCAL in the endcap which will be crucial to mitigate PU effects, the reduced
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Figure 9.13: Same as Fig. 9.12 in the pseudorapidity region |h| < 1.8 (left) and 1.8 < |h| < 2.4
(right).
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Figure 9.14: Performance in Phase-II detector scenario with tt events at <PU>= 140 for differ-
ent pseudorapidity ranges. The performance is expressed as mis-identification probability for
(left) udsg-jets and (right) c-jets as a function of b-jet tagging efficiency. Although the perfor-
mance degrades with increased pseudorapidity, the extended pixel coverage with the Phase-II
detector upgrade allows b-tagging capabilities up to |h| ⇠ 3.0.
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Figure 9.13: Same as Fig. 9.12 in the pseudorapidity region |h| < 1.8 (left) and 1.8 < |h| < 2.4
(right).
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Figure 9.14: Performance in Phase-II detector scenario with tt events at <PU>= 140 for differ-
ent pseudorapidity ranges. The performance is expressed as mis-identification probability for
(left) udsg-jets and (right) c-jets as a function of b-jet tagging efficiency. Although the perfor-
mance degrades with increased pseudorapidity, the extended pixel coverage with the Phase-II
detector upgrade allows b-tagging capabilities up to |h| ⇠ 3.0.

Figure 4: For the three detector conditions: characterisation of the b-tagging performance, expressed as
mis-identification probability for udsg-jet as a function of b-jet tagging efficiency for jets with pT > 30 GeV
in top pair production events (left) for 1.8 < |η | < 2.4 and (right) for different η ranges in the Phase II
configuration.
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supercluster) rather than the supercluster to avoid the bias arising from the very high PU. A
higher transverse energy (ET) threshold of ET > 9 GeV is also required for the supercluster. A
loose cut is applied on the hadronic energy measured behind the electromagnetic supercluster
in the hadron calorimeter (HCAL) or in the hadronic section of the HGCAL for the endcaps. In
the HGCAL, the cone size used is small in order to mitigate the PU contribution that otherwise
constitutes the main source of efficiency loss. The reconstruction working point is such that it
maximizes the efficiency, ie the fake rate is the maximum affordable within the CPU and data
volume constraints. More details can be found in [211].

Photon candidates are built from superclusters imposing a fiducial cut in h that excludes the
transition region between the ECAL barrel and the beginning of the endcaps (|h| < 1.4442
and 1.566 < |h| < 2.5), where the mass from services (cables and cooling pipes) degrades the
resolution badly.

The electron reconstruction efficiencies for the three benchmark configurations are presented
in Fig. 9.17. The efficiency is defined as the number of reconstructed electrons matched within
DR(h, f) < 0.15 to generator-level electrons coming from prompt Z ! ee, divided by the total
number of generator-level electrons. The reconstruction efficiency is presented as a function of
the number of PU interactions per bunch crossing, separately for the ECAL barrel and for the
HGCAL endcaps. The comparison is shown for |h| <2.5 as only the Phase-II detector allows
for electron and photon reconstruction beyond that value. Electron candidates are required to
have ET > 10 GeV.

The performance is significantly degraded for the aged Phase-I detector in HL-LHC conditions,
in particular in the endcaps with an efficiency loss of up to ⇠ 20%. With the Phase-II upgrade
detector, the electron reconstruction efficiency performance is fully recovered, with the corre-
sponding fake rate kept under control.
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Figure 9.17: Electron reconstruction efficiency in the ECAL barrel (left) and in the HGCAL
endcaps (right) as a function of the number of pileup interactions per crossing. The efficiency
is shown for three benchmark configurations and for simulated Drell-Yan events.

9.5.3 Energy Measurement

The raw sum of energy deposits in reconstructed superclusters needs to be corrected for the
variation of shower containment in the clustered crystals or cells and for the energy loss of
electrons and converted photons that arises before reaching the calorimeter. The Phase-II up-
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Figure 9.21: Electron identification performance in the endcaps for the three benchmark sce-
nario: (left) background vs signal efficiency; (right) electron selection and background efficien-
cies as a function of ET for a cut on the BDT ouptut corresponding to an integrated efficiency
of approximately 95% for all samples.

described in 9.5.4: H/E (with a cone size of 0.15), shh , the shower length compatibility (adapted
to the photon case), h and pT. The efficiency is defined as the number of reconstructed photons
passing some BDT cut divided by the total number of simulated signal photons in the sample.
The fake rate is defined as the total number of particles incorrectly reconstructed as photons
passing the BDT cut, divided by the number of events in the sample. An example working
point for each sample is chosen such that the average efficiency across the h range 1.6 to 2.5 is
approximately 85%. Figure 9.5.4 then presents the breakdown of efficiency and fake rate per
sample in bins of |h| of 0.1 (left) or in bins of pT of 10 GeV (right) for that working point. The
plot on the left also shows the performance of the HGCAL for |h| up to 2.9.
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Figure 9.22: Photon selection efficiency and fake rate in the endcaps in bins of |h| (left) and pT
(right) for the three benchmark samples. The working point is chosen such that the average
efficiency across the h range 1.6 to 2.5 is approximately 85% for all samples.

9.5.6 Summary of Electron and Photon Performance

The performance of electron and photon reconstruction and selection for the Phase-II upgrade
of the CMS detector have been presented. The Phase-I endcap electromagnetic calorimeter

Figure 5: For the three detector conditions: (left) electron reconstruction efficiency in the HGCAL end-
caps as a function of the number of pileup interactions per crossing in DY events; (right) photon selection
efficiency and fake rate in the endcaps in bins of |η |.

bremsstrahlung and conversions in the tracker reducing fake rate and improve energy measure-
ment [8, 9]. Muon reconstruction in the forward region will be preserved with extending coverage
and redundancies at |η | > 1.6, where fluxes are higher [10]. Also, calorimeter upgrades will pre-
serve the reconstruction of hadronic decays of tau leptons starting from light hadrons inside jets
[11].

3. Highlights of the physics program with CMS in the Phase II scenario

The Standard Model (SM) is known to be an incomplete theory that cannot describe many
observations and that requires some critical parameters, such as the Higgs boson mass, to be un-
naturally fine tuned. The physics program at the HL-LHC will continue the quest about, among
all, the nature of Dark Matter, the origin of matter-antimatter asymmetry and the origin of particle
mass hierarchy, trying to clarify which of the proposed extensions of the SM should be rejected
and which can be a realistic option for the future.

After the Run I observation, the Higgs boson mass is measured with a precision of 0.2%, while
other properties are typically measured with a precision of 20%. Measurements of its self-coupling,
coupling to fermions and bosons, partial and total widths, rare decays and a detailed CP analysis
are paramount in the HL-LHC program (Figure 7).
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this selection, the rate of muons from decays in flight is significantly reduced, at the
price of a few percent loss in efficiency for prompt muons, such as those from W and
Z decays. The Tight Muon selection is used in many physics analyses in CMS.

Muon reconstruction and identification efficiency is calculated as the fraction of simulated
muons that are associated to a reconstructed muon passing a given identification selection cri-
teria. The association between simulated and reconstructed muons is performed by matching
the simulated signals on each detector layer to the corresponding reconstructed hits, used to fit
the muon track.

Figures 9.23 and 9.24 show the identification efficiency of Loose and Tight Muons respectively.
Results are provided as a function of pT and |h| of the simulated muons and with respect to the
number of simulated pileup interactions. The upgraded detector allows for the identification
of muons at high pileup with the same efficiency as the Phase-I detector with lower pileup. The
aged detector shows a drop in efficiency of approximately 15%, dominated by the tracking in-
efficiency. As discussed in 9.6.1, the efficiency reduction for the high-pileup scenario of Phase-I
would be greater if the effect of electronics aging of the muon spectrometer were included.
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Figure 9.23: Loose Muon reconstruction and identification efficiency in DY events as a function
of the simulated muon pT, |h|, and number of simulated pileup interactions for three detector
and pileup scenarios.
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Figure 9.24: Tight Muon reconstruction and identification efficiency in DY events as a function
of the simulated muon pT, |h|, and number of simulated pileup interactions for three detector
and pileup scenarios.

9.6.3 Background Muon Multiplicity

Background muons are defined as all the reconstructed and identified muon candidates that
are not matched to a simulated muon from the main “hard” interaction—in the following
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Figure 9.26: Muon pT resolution estimated in a simulated Drell–Yan sample for pT ranges from
5 to 10 GeV/c (left) and larger than 40 GeV/c (right) as a function of the muon |h|.

9.6.5 Extension of h Coverage: ME0

A new muon detector, ME0, will be located in space that will become available when the endcap
calorimetry is replaced in LS3. This device covers the range 2.0 < |h| < 2.8. ME0 chambers
consist of 6-layer GEM detectors. Segments are built by fitting groups of three or more hits
falling in box of Dh ⇥ Df = 0.02 ⇥ 0.05 rad. By requiring hits in a minimum of three layers to
define a segment, backgrounds from neutrons can be effectively eliminated. ME0 Muon objects
are formed by matching tracker tracks to ME0 segments in local x and y position, as well as in
global direction in the bending plane, f. If a charged track matches a muon segment within
Df = 0.15 rad, we have a Tight ME0 Muon. If a charged track matches to within Df = 0.5 rad,
then we have a Loose ME0 Muon. Efficiencies and background multiplicities are computed
with definitions similar to those used in Sec. 9.6.2 and 9.6.3. The reconstruction efficiency of
ME0 Muons is shown as a function of |h| in Fig. 9.27. The efficiency and background yield
as a function of pT are shown in Fig. 9.28. The new ME0 detector will provide efficient muon
identification with reasonably low backgrounds that will add an additional measurement for
muons up to |h| < 2.4 and will extend the CMS muon coverage up to |h| = 2.8.
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Figure 9.32: Probability of a true jet to be reconstructed as a hadronic tau and pass the charged
isolation selection as a function of true jet pT (left) and h (right). The three upgrade scenarios
described in the text are compared. The isolation selection was the same for all three scenarios.
The cut on |h| < 2.3 is not applied in the right-hand plot.

carried by photons. However, for the Phase-II calorimeter endcap, a new set of observables is
chosen due to its novel design. The calorimeter and tracker based observables are then used as
an input to a multivariate discrimination based on boosted decision trees. The discriminator
is (re)trained for all three scenarios to cover the difference in running conditions and detector
performance. In all cases, it is trained separately for the barrel and endcap due to the different
instrumentation there.

Figure 9.33 shows the fraction of electrons, from simulated Z ! ee decays, reconstructed and
identified as hadronic taus as well as the fraction of generated hadronic taus passing the elec-
tron rejection discriminator. The performance is degraded in the scenarios with 140 interac-
tions. The Phase-II detector significantly decrease the amount of electrons misidentified as
hadronic tau decays (compared to the aged Phase-I detector with 140 interactions).
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Figure 9.33: Efficiency of the selection of a true taus with pT vis > 20 GeV matched to a recon-
structed tau candidate with pT > 20 GeV using the tight working point of BDT-based electron
rejection as a function of reconstructed tau h (left). The probability for a true electron to pass the
same algorithm as a function of reconstructed tau h (right). Three upgrade scenarios described
in the text are compared.

Figure 6: For the three detector conditions: (left) muon identification efficiency in DY events for the “tight”
working point as a function of the number of simulated pileup interactions; (middle) muon pT resolution
estimated in a simulated Drell-Yan sample for low pT muons as a function of the muon |η |; (right) efficiency
of the selection of true taus with visible pT > 20 GeV matched to a reconstructed tau candidate with pT >

20 GeV using the tight working point of BDT-based electron rejection as a function of reconstructed tau |η |.
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Figure 10.4: Four lepton mass distributions obtained with 3000 fb�1 for the signal sample,
H ! ZZ ! 4`, and for the irreducible ZZ ! 4` background. Both processes have been
simulated with the aged Phase-I detector with pileup of 140 and the Phase-II detector with
pileup of 140. The bottom right plot shows the sum of all 4` final states.
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Figure 10.5: The cut flow table for the full analysis chain is shown for the Phase-II detector with
pileup of 140, parametrized with Delphes, for the signal sample H ! ZZ⇤ ! 4µ for various
hypotheses of the muon detector coverage.

namely through studies of the decay to b-quarks and tau-leptons [221]. The HL-LHC will give
unique access to Higgs boson couplings to second-generation fermions. Measurements of the
couplings of the Higgs boson to the second generation are more challenging, as a result of their
smaller values and hence smaller experimental rates. The most promising channel is the search
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the reconstruction, or the analysis strategy.
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Figure 10.10: Di-photon mass distribution for the estimated signal and background contribu-
tions. The data points show the result of a pseudo-experiment.
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Figure 10.11: The median expected relative uncertainty on the signal yield as a function of the
relative change of b-tagging (left) and photon identification (right) efficiencies.

10.1.4.2 bbtt final state

The tµth, and thth di-tau final states, where th denotes hadronic tau decays, and tµ denotes tau
decays to muons, are studied. About 9000 bbtt di-Higgs events per experiment are expected
at HL-LHC with 3 ab�1. However, the tt̄ background with fully leptonic decays to taus is over-
whelming. Another source of large background is Drell-Yan production of a Z boson decaying
into a pair of tau leptons produced in association with jets, where light jets are mis-tagged
as b-jets. The important single Higgs boson backgrounds are ZH, where the Higgs boson is
produced in association with a Z boson, and tt̄H, where the Higgs boson is produced in asso-
ciation with a top quark-antiquark pair. The remaining backgrounds considered are single top
and tt̄ produced in association with a vector boson, and di-boson processes. The QCD multi-jet

Figure 7: (left) Four lepton mass distributions obtained with 3000 fb−1 for the signal H → ZZ → 4`, and
for the irreducible ZZ→ 4` background, in the Phase II and in the aged Phase I configurations at pileup of
140. The complete final state reconstruction leads to a high purity signal peak over a smooth background
distribution. The four lepton events allow for a detailed CP analysis of the Higgs particle by measuring
angular distributions. Excellent electron and muon reconstruction at low transverse momentum and a large
rapidity coverage are crucial as all 4 leptons are needed for an accurate reconstruction. Any single object
inefficiency is potentiated. (right) Diphoton mass distributions obtained with 3000 fb−1 for the signal HH→
bbγγ in the Phase II configuration at pileup of 140. Higgs boson pair production at the HL-LHC will provide
insight on Higgs boson trilinear coupling directly probing the Higgs field potential. Higgs pair production
cross section is about 1000 times smaller than for single Higgs. An observation will be possible combining
the bbγγ , bbττ , bbWW final states and results from both Atlas and CMS experiments.

The search for evidence of super-symmetries (SUSY) has been a major goal of the LHC pro-
gram, exploring a wide range of scenarios. Extensive studies will be needed in case of evidence
of new particles and to understand how SUSY is broken, requiring all the capabilities of the CMS
detector during the whole HL-LHC run. Alternative models of new physics shall be explored in
the absence of SUSY signals. Enhanced detector acceptance in the forward region, improved gran-
ularity and resolution will help to disentangle new models in case of a signal. Typical searches
include, among others: new massive neutral resonances, Dark Matter in mono-jet or W + MET
events, heavy stable charged particles and displaced signatures (Figure 8). Some searches demand
special trigger and detection capabilities, like being sensitive to highly ionising particles, displaced
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vertices or very low-momentum tracks.
324 Chapter 10. Exploring the High Luminosity LHC Physics Program
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Figure 10.27: Search for ec0
2 ec±

1 production in the W±Z + E/T and W±H + E/T final state. The
excluded regions are shown in the simplified model parameter space of m(ec0

1) vs. m(ec±
1 ) =

m(ec0
2) for various assumptions. In such plots, the mass of the produced particle (or particles)

is generally shown on the x-axis, while the mass of the LSP is shown on the y-axis. As a
consequence, the excluded region is bounded by the decreasing production cross section on
the right, but by the decreasing E/T as one approaches the diagonal.
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Figure 10.28: All-hadronic eb1 search. Distributions of the MCT variable for (a) MT > 750 GeV
and (b) MT > 950 GeV. The endpoint of the MCT distribution is a function of m(eb1) and m(ec0

1).

tagged jets + E/T. This variable is designed for the analysis of events in which two heavy parti-
cles decay into a jet + E/T. The MCT distribution for signal events has an endpoint at the value
Mmax

CT ⇡ (m2(eb1) � m2(ec0
1))/m(eb1) [264, 265]. Figure 10.28(a) shows the MCT distribution for

MT > 750 GeV, while Fig. 10.28(b) shows the distribution for MT > 950 GeV. The tighter MT
requirement provides additional suppression of the SM background, but the position of the
endpoint is essentially unchanged.
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(see Fig. 10.31). Fig. 10.36 illustrates the situation for the monolepton channel in terms of 95%
C.L. exclusion limits using interpretations in the framework of a simplified model. The media-
tor is modeled as a Z0-like particle with either vector or axial-vector coupling, a fixed minimal
width of Gmed = Mmed/8p and the mass range shown in Fig. 10.36. The monojet channel, which
is often used for comparison (see ref [270] for projection) relies on an initial state radiation jet
for tagging the event, which, along with missing transverse energy due to the produced DM-
pair, leads to a final state of jet + Emiss

T . This channel is expected to profit from the improved jet
performance discussed in Chapter 9. Given its kinematics it cannot be sensitive to interference
but its sensitivity is comparable to the monolepton channel with constructive interference (x=-
1). The projected performance of the monojet channel is based on Run-I performance projected
to larger accumulated statistics [270]. The monolepton sensitivity in Fig. 10.36 is again based on
DELPHES simulation and illustrates the situation for the maximum sensitivity corresponding to
constructive interference (x=-1) and the narrow width indicated in the legend. The hadronic W
boson channel should reach even further but has not be studied in this framework.

 (TeV)med M
0 1 2 3 4 5 6

 (T
eV

)
D

M
 m

0

0.5

1

1.5

2

2.5

14 TeV

CMS Delphes Simulation

, |g_SM|=|g_DM|=1π/8med=MmedΓ

=+1ξ

=-1ξ

19.7 / fb

300.0 / fb

3000.0 / fb

Phase II 140 PU

Phase I aged 140 PU

 background for direct detectionν

DM = 2 mmedM

Figure 10.36: Dark matter reach of the monolepton channel as a function of the DM mass and
mediator mass for the two extreme cases of x = ±1.

10.4.3 Exotic signatures: highly ionizing particles and displaced vertices

A large number of new physics searches rely on very exotic signatures, such as anomalous
ionization depositions, slow moving particles, (dis)appearing tracks, and secondary vertices
significantly displaced with respect to the primary interaction vertex. Many of these signatures
become quite natural in new physics scenarios where some of the new massive particles be-
come stable or long-lived. Searching for them demands specific detector capabilities, special
triggers or adapted reconstruction algorithms, which implies that usually they are uncovered
by other searches using standard objects.

One example is the production of heavy stable charged particles, such as supersymmetric taus
(staus), moving with moderate velocities b <1 (in our example b=0.8). Such particles are likely

Figure 8: (left) Chargino/neutralino Search for chargino-neutralino production in the WZ + MET and
WH + MET final states. The excluded regions are shown in the simplified model parameter space for var-
ious assumptions. The excluded region is bounded by the decreasing production cross section on the right,
but by the decreasing MET as one approaches the diagonal. (right) Dark Matter Reach of the monolepton
channel as a function of the DM mass and mediator mass for the two extreme cases of ξ =±1.

Measurements of heavy-flavor physics at Run I proved CMS to be competitive despite being a
non-dedicated experiment. The HL-LHC will offer new possibilities to study rare decays, exploit-
ing larger muon acceptance, higher granularity and L1 track trigger to build L1 low mass dimuon
candidates (Figure 9).10.5. B physics 339
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Figure 10.40: Projections of the mass fits to 300 fb�1 (left) and 3000 fb�1 (right) of integrated
luminosity, respectively assuming the expected performances of Phase-I and Phase-II CMS de-
tector. Both plots are for barrel only.

minosity of 300 fb�1, while the right plot corresponds to barrel events and a total integrated
luminosity of 3000 fb�1. In both cases, the s ⇥ B predicted by the SM is assumed for B0 and
Bs. The background models are taken from the B(Bs ! µ+µ�) measurement published by
CMS with the LHC Run-I data. Conservatively, a loss of efficiency equal to 35% for the signal
and 30% for the backgrounds is assumed for the Phase-II projections with respect to the Run-I
results. These results show that while in the 2019 scenario the B0 peak is covered by the long
resolution tail of the Bs resonance, in the 2023 scenario the two peaks can be resolved due to
the improved invariant mass resolution.

The analysis performance is estimated for the Phase-I and Phase-II scenarios under the assump-
tions outlined above for a total integrated luminosity of 300 fb�1 and 3000 fb�1 respectively.
The sensitivity for the observation of the B0 ! µ+µ� decay is expected to be ⇡ 6.8 s (⇡ 2.2 s),
while the branching fractions B(B0 ! µ+µ�) and B(Bs ! µ+µ�) can be measured with a
precision of 18% and 11% (48% and 13%) respectively for the Phase-II (Phase-I) scenario. Their
ratio B(B0!µ+µ�)

B(Bs!µ+µ�)
can be measured with a 21% (50%) uncertainty for the Phase-II (Phase-I) sce-

nario.

Figure 9: B0
s,d → µµ Projections of the mass fits to 300 fb−1 (left) and 3000 fb−1 (right) of integrated

luminosity, respectively assuming the expected performances of Phase I and Phase II CMS detector. Both
plots are limited to the barrel region. The improved invariant mass resolution allows to disentangle the two
peaks. Sensitivity for the observation of the B0

d → µµ decay is expected to be about 6.8σ at the HL-LHC
with the CMS Phase II detector.

Another key point of the HL-LHC physics program is Vector Boson Scattering (VBS). It is
expected to be very sensitive to any new physics in EW sector, and it is currently unobserved. A
VBS signal will be accessible when two quarks from the beams emit vector bosons interacting
with each other, and deflected quarks originate peculiar tag jets: HL-LHC can be used as a vector
boson collider, providing access to purely electroweak processes in a high energy regime. VBS
observation is challenging because of large irreducible background. New central tracker is bene-
ficial in reducing the jet-lepton misidentification rate and its extension to |η | 6 4.0, with HGCal,
reduces contamination from pileup. Preliminary studies show that the upgraded CMS detector will
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recover the performance of the Phase I and in some cases grant an improvement in the necessary
performance for the verification of the EWSB in a model-independent way.
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