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We present a combined fit of both flux and composition of ultra-high energy cosmic rays as mea-
sured by the Pierre Auger Observatory. The fit has been performed for energies above 5×1018 eV,
i.e. the region of the all-particle spectrum above the so-called “ankle” feature. A simple astro-
physical model consisting of identical sources has been adopted, where nuclei are injected with a
rigidity dependent mechanism and the sources are uniformly distributed in a comoving volume.
The fit results suggest a source model characterized by relatively low maximum injection energies
and hard spectral indices. The impact of different sources of systematic uncertainties in the above
result is discussed.
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1. Introduction and motivation

More than half a century after their first detection, the origin of ultra-high energy cosmic
rays (UHECRs), particles (mostly protons and other nuclei) reaching the Earth with energies over
1018 eV up to 1020 eV and beyond, is still unknown. Nevertheless, a general consensus has emerged
that the most energetic cosmic rays are extragalactic, with the transition between galactic and ex-
tragalactic cosmic rays taking place somewhere between 1017 and a few times 1018 eV. The flux
of cosmic rays above 1018 eV is of the order of 1 km−2 yr−1. Therefore, very large arrays of par-
ticle detectors are needed to study them; the largest such array is the Pierre Auger Observatory in
Argentina [1]. The propagation of such particles across cosmological distances can affect their ob-
served energy spectrum and mass composition in nontrivial ways. For this purpose several Monte
Carlo codes have been developed, including CRPropa [2, 3, 4] and SimProp [5, 6, 7].

While the energy of single UHECR events can now be estimated with relatively good preci-
sion, it is impossible to determine the mass of UHECRs on an event-by-event basis. The distribu-
tion of parameters such as Xmax, the atmospheric depth at which an air shower reaches the maximum
particle number, can be used to statistically estimate the mass distribution of UHECRs [8, 9].

In this work, we attempt to simultaneously reproduce both the Auger spectrum [10] and
Xmax [11] data with a simplified model of UHECR sources, characterized by: identical sources
homogeneously distributed in a comoving volume; injection consisting only of 1H, 4He, 14N and
56Fe nuclei, which are approximately equally spaced in lnA; power-law spectrum with rigidity-
dependent broken exponential cutoff,

dNinj,i

dE
=

{
J0 pi (E/E0)

−γ , E/Zi < Rcut

J0 pi (E/E0)
−γ exp(1−E/ZiRcut) , E/Zi > Rcut

(1.1)

where J0 is a normalization factor, E0 = 1018 eV, Ai and Zi are the mass number and atomic number
of the i-th injected nuclide and with normalized element fractions ∑i pi = 1. Such a simple model
cannot reproduce measured data over their entire energy range [12]. For this reason we only fit data
at energies above the ankle (E ≥ 1018.7 eV) and make no hypotheses about the nature of possible
extra components accounting for the rest of the sub-ankle UHECR spectrum. For examples of such
hypotheses made by different authors see e.g. [13, 14, 15].

MC code σphotodisint. EBL model
SPG SimProp PSB Gilmore 2012
SPD SimProp PSB Domínguez 2011
STG SimProp TALYS Gilmore 2012
CTG CRPropa TALYS Gilmore 2012
CTD CRPropa TALYS Domínguez 2011
CGD CRPropa Geant4 Domínguez 2011

Table 1: The various propagation models we used
(see Ref. [16] and references therein for details)

The propagated fluxes can be strongly
sensitive to poorly known quantities such
as the height of the far infrared peak in
the extragalactic background light (EBL)
spectrum and the cross sections for pho-
todisintegration of nuclei ejecting α-
particles, as well as on approximations
made in simulation codes [16]. In this
work we use both SimProp and CRPropa
each with several different settings to
quantify the effect of such differences on
our fit (see Table 1). Other EBL models such as Kneiske 2004 [17] or Stecker 2005 [18, 19] give
similar results.
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2. Fit results and physical parameters

The data we attempt to fit consist of 15 measurements of the UHECR energy spectrum in
log10(E/eV) bins of width 0.1 from 18.7 to 20.2 [10], and 110 non-zero measurements of the Xmax

distribution in log10(E/eV) bins of width 0.1 from 18.7 to 19.5 plus one of width 0.5 from 19.5
to 20.0 and Xmax bins of width 20 g/cm2 [11]. We approximate the probability distribution of each
point of the spectrum as a Gaussian with the standard deviation corresponding to the measurement
statistical uncertainty, whereas for the Xmax distributions we use a multinomial distribution over
the Xmax bins for each energy bin, where the mass distributions at the Earth from the simulation
outputs are converted to the Xmax distributions via a Gumbel parameterization [20] based on the
EPOS-LHC [21] model of UHECR-air interactions.

The free parameters of the fit are: the injection normalization factor J0, the injection spectral
index γ , the cutoff rigidity Rcut, and the element fractions at injection (three free parameters pH,
pHe, pN; the fourth is bound by pFe = 1− pH− pHe− pN). In total, we have 125 non-zero data
points and 6 free parameters.

Using the propagation model listed as SPG in Table 1, we find the best fit at γ = 0.94+0.09
−0.10,

Rcut = 1018.67±0.03 V, with a deviance1 (generalized χ2) per degree of freedom Dmin/n= 178.5/119.2

To assess the statistical significance of this, we repeated the fit using 104 mock data sets for the
spectrum and Xmax distributions generated according to the best-fit model and the same statistic as
the real data, and found that Dmin exceeds 178.5 for p = 2.6% of the mock data sets, indicating a
slightly statistically significant deviation of the data from the model. The normalization J0 we find
corresponds to a total emissivity L0 = 5.15×1044 erg/Mpc3/yr, and those for the single elements
LHe = 0.289L0, LN = 0.656L0, and LFe = 0.055L0.

In Fig. 1 we show the deviance of our fit as a function of (γ,Rcut), where for each point of
the profile likelihood plane the values of the remaining paramenters (J0 and pi) are chosen so as
to minimize the deviance (marginalized). The best fit can be seen to be part of a long ‘valley’
extending to lower values of γ and Rcut approximately along the shown curve. There also is a
second local minimum at γ ≈ 2, but it is much worse than the global minimun (D2−D1 = 56.5,
corresponding to a 7.5σ exclusion; p = 5× 10−4 from mock data sets), mainly due to predicted
Xmax distributions at most energies that are broader than observed.

The corresponding simulated spectra and the mean and variance of the simulated Xmax distri-
butions are shown in the left panels of Fig. 2 for the best fit and in the right panels for the local
minimum at γ ≈ 2.

3. Systematic uncertainty due to the propagation

Certain assumptions about the processes affecting the propagation of UHECRs can result in
substantially different spectra at the Earth for a given spectrum at injection [16]. To study the effect

1The deviance is defined as D =−2ln(L/Lsat), where L is the likelihood of the model considered and Lsat is that of
a hypothetical model perfectly reproducing the data. It coincides with the usual χ2 statistic for Gaussian likelihoods.

2The uncertainties given for γ and Rcut correspond to the intervals where D ≤ Dmin +1 (68% confidence). For the
fit with propagation model SPG, the correctness of errors has been checked with a posteriori errors obtained from mock
data sets, which were also used for the uncertainties on pi given in Fig. 1.
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Figure 1: Left:
√

D−Dmin where D is the profile deviance as a function of (γ,Rcut) and Dmin is the best-fit
deviance. Each coloured area corresponds to 1σ , 2σ , ... confidence intervals. The inset shows the values of
D along the dotted curve. Right: best-fit and second local minimum parameters for model SPG.
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Figure 2: Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s atmo-
sphere with the best-fit parameters (left) and the local minimum at γ ≈ 2 (right) for model SPG, along with
Auger data points [10]. Partial spectra are grouped according to the mass number as follows: A = 1 (red),
2≤ A≤ 4 (grey), 5≤ A≤ 26 (green), 27≤ A (blue), total (brown). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model predic-
tions in the two scenarios (brown), pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue). Only the energy
range where the brown lines are solid is included in the fit.

of this on our results, we repeated the fit described in the previous section for each of the various
propagation models listed in Table 1. The results are shown in Table 2.

From Fig. 3, it can be seen that the relationship between γ and Rcut and the position of the
second local minimum are very similar from one model to another, but the position of the best fit
within the ‘valley’ and the height of the ‘ridge’ between the two local minima are strongly model-
dependent. Furthermore, propagation models with lower photodisintegration rates3 tend to result
in better fits to the Auger data, except at very low values of γ and Rcut.

3The Domínguez EBL model has a stronger far infrared peak than the Gilmore model, and TALYS predicts sizeable
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γ (1st min) log10(Rcut/V) D D(J)
D(Xmax)

SPG +0.94+0.09
−0.10 18.67±0.03 178.5 18.8

159.8
SPD −0.45±0.41 18.27+0.07

−0.06 193.4 21.1
172.3

STG +0.69+0.07
−0.06 18.60±0.01 176.9 19.5

157.4
CTG +0.73+0.07

−0.06 18.58±0.01 195.3 33.6
161.7

CTD −1.06+0.29
−0.22 18.19+0.04

−0.02 192.3 21.2
171.1

CGD −1.29+0.38
∗ 18.18+0.06

−0.04 192.5 19.2
173.3

∗This interval extends all the way down to −1.5,

the lowest value of γ we considered.
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Table 2: Best-fit parameters and 68% uncertainties for the various propagation models we used (see Table 1).
In the right panel local minima at γ ≈ 2 are also shown. The dotted line is the same as in Fig. 1.
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Figure 3: D for each value of γ (first panel) and Rcut (second panel) for each propagation model, where the
other parameters are chosen so as to minimize D

4. Effect of systematic uncertainties of the measurements

To study the effect of the systematic uncertainty of the energy scale of the Pierre Auger Ob-
servatory, we repeated the fit using the propagation model A shifting the energy of all measured
data points by±14%, corresponding the systematic uncertainty of the energy scale, and/or shifting
the Xmax scale by the systematical uncertainties.4. The resulting best fit parameters are shown in
Table 3 and the relationships between the parameters and the deviance are shown in Fig. 4.

Except at very high values of Rcut, the fit is improved by shifting the energies downwards and
worsened by shifting them upwards. This effect is largely due to the data points in the measured
spectrum around 1019.8 eV, being shifted towards or away from the descent in the simulated prop-
agated nitrogen spectrum due to photodisintegration interactions. As for the Xmax scale, lowering
it in higher values of γ and Rcut and vice versa. Furthermore, lowering the Xmax scale improves the
fit and raising it worsens it.

cross sections for certain photodisintegration channels (largely in excess of the available measurements) which are
neglected altogether in PSB.

4The systematical uncertainties on Xmax are asymmetric and slightly dependent on energy, ranging from 6.9 to
9.4 g/cm2. See Table IV in Ref. [11] for details.
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γ nominal
log10(Rcut/V) −14% energy +14%

D D(J)
D(Xmax)

scale

+1.32+0.05
−0.07 +1.35±0.05 +1.39+0.05

−0.04
−1σsyst 18.68+0.05

−0.04 18.73±0.02 18.78±0.01
157.4 9.0

148.4 172.1 18.4
153.7 203.5 46.5

157.0
nominal +0.90+0.10

−0.15 +0.94+0.09
−0.10 +0.98+0.10

−0.11
Xmax 18.64+0.03

−0.04 18.67±0.03 18.70±0.03
scale 165.5 9.3

156.1 178.5 18.8
159.8 214.9 50.4

164.5
≤−1.50 ≤−1.50 −1.34+0.31

∗
+1σsyst ≤ 18.22 ≤ 18.24 18.28+0.05

−0.08
≤ 207.0 ≤ 217.2 256.0 55.7

200.4
∗This interval extends all the way down to −1.5,

the lowest value of γ we considered.
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Table 3: Same as in Table 2, using propagation model SPG and shifting the Auger energy and/or Xmax scales
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Figure 4: Same as in Fig. 3, using propagation model SPG and shifting the Auger energy and/or Xmax scales

5. Effect of UHECR-air interaction models

γ (1st min) log10(Rcut/V) D D(J)
D(Xmax)

E +0.94+0.09
−0.10 18.67±0.03 178.5 18.8

159.8
S ≤−1.50 ≤ 18.27 ≤ 256.8
Q ≤−1.50 ≤ 18.28 ≤ 344.3∗
∗At least in the γ range we considered, this minimum

is actually worse than that at γ ≈ 2 for this model.

Table 4: Same as Table 2, using propagation model
SPG and various UHECR-air interaction models
(E: EPOS-LHC, S: Sibyll 2.1, Q: QGSJet II-04)

In order to study the effect of different
models of UHECR-air interactions, we re-
peated our fit with propagation model SPG
using Sibyll 2.1 [22] and QGSJet II-04 [23]
instead of EPOS-LHC. The results are shown
in Table 4 and in Fig. 5.

The use of Sibyll 2.1, and to an even
larger extent QGSJet II-04, worsens the fit at
all considered values of γ and Rcut; in addi-
tion, the low-γ minimum is pushed down to
values of γ outside the range we considered,
and with QGSJet II-04 the high-γ local minimum is better than at least the visible portion of the
low-γ one.

6



P
o
S
(
I
C
R
C
2
0
1
5
)
2
4
9

Combined fit of Pierre Auger spectrum and composition data Armando di Matteo

 100
 200
 300
 400
 500
 600
 700

-1  0  1  2

D
m

in

γ

E
S
Q

 100
 200
 300
 400
 500
 600
 700

 18.5  19  19.5  20  20.5

D
m

in

log10(Rcut/V)

 18

 18.5

 19

 19.5

 20

-1  0  1  2

lo
g

1
0
(R

cu
t/

V
)

γ

best fit
2nd min.

E
S
Q

Figure 5: Same as in Fig. 3, using propagation model SPG and various UHECR-air interaction models
(E: EPOS-LHC, S: Sibyll 2.1, Q: QGSJet II-04)

6. Conclusions

When interpreted with a simple model of UHECR injection, the Auger data are best fitted by
very hard (γ . 1) injection spectra and the flux is mostly limited by the maximum energy at the
sources. The local minimum with γ ≈ 2 and large maximum rigidity, which is more in line with
standard models of cosmic ray acceleration, predicts wider distributions of UHECR masses at each
energy than observed in the data. This conclusion is robust with respect to all the model variations
we considered, but the position of the best fit is strongly sensitive to the details of the propagation,
though in all cases it is in the same curved strip of the (γ,Rcut) plane. The uncertainty due to our
ignorance of details of the propagation are much larger than that due to the statistical uncertainty
of measured data.

As for the goodness of fit, it is better for models of UHECR propagation with lower photodisin-
tegration rates (Gilmore 2012 EBL model, PSB cross sections) than with higher rates (Domínguez
2011 EBL model, TALYS cross sections), better for models of UHECR-air interactions predicting
deeper showers (EPOS-LHC) than shallower ones (QGSJet II-04), and better for the cases when
the Auger energy and Xmax scale are assumed to be lower than the nominal ones.

Other possible ways of improving the agreement with measured data, such as considering
more injection masses, considering non-uniform source distributions, or more complicated injec-
tion spectra, are outside the scope of this work.
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