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The ARGO-YBJ experiment, a full coverage extensive air s#rcfiZAS) detector located at high
altitude (4300 m a.s.l.) in Tibet, China, has been operai#u wery high stability from the fall
2007 to the beginning of 2013. The array consisted of a carfpaibout 7000 rA Resistive Plate
Chambers (RPCs) operated in streamer mode and equippeHatiitidigital and analog readout,
providing the measurement of particle densities up to festiggas per mi, with single hit space
and time resolutions better than 20 cm and 2 ns, respectiVélg unique detector features (full
coverage, readout granularity, wide dynamic range, ..)laoation (very high altitude) allowed
a detailed study of the lateral distribution function (LD#)particles at ground very close to the
shower axis, in a wide interval of primary energies from feev/Tup to and beyond the knee
of the all-particle spectrum. The information collectedthe first 10 meters from the shower
has been shown to provide very effective tools for the dateation of both energy and shower
age. The shower age was shown to be correlated with the recotesl LDF slope near the core,
independently of the primary mass. This shower univessadits then used to correct the detected
truncated size at ground in order to have a mass independergyeestimator with a lognormal
resolution at the level of 0.15, getting better with ener@ie details of the adopted procedure
together with the evaluation of its uncertainties will béyfaiscussed.
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1. Introduction

The shower development stage in the atmosphere, the so-tmigitldinal age as observed
at a fixed altitude (the detection one), depends on the energy of the tiigradmary. For fixed
energy, it depends on the primary nature: heavier primaries intera@rtilgthe atmosphere, thus
giving showers which, on average, reach their maximum size at a gdestience from the detector
than a lighter primary of the same energy. For this reason, the combined slsmner energy and
age estimations can ensure the sensitivity to the primary nature. On the atldettreknowledge
of the development stage of a detected shower, as expressed by thiedigig maximum in the
atmosphereXqm (g/cn?), can allow to infer its energy, whatever the primary nature is.

An EAS array by itself cannot measure directly the shower developmeyg,diarough the
determination of the depth of the shower maximufpax (2as made for instance by fluorescence
detectors). It can only measure the particle density distribution at grauadumnction of the core
distance (described through a lateral density function, LDF) and frersltpe of this distribution
get information on the longitudinal shower development. In fact, the detdilely ©f the lateral
particle density profile at ground is expected to provide information on thgitlafinal profile of
the showers in the atmosphere, that is to estimate their development stage, or

Historically, it was shown that such lateral distribution (at least of "elesty as measured by
a traditional sampling EAS array at core distances of the order of hdmdegers, can be described
by a LDF like the Nishimura-Kamata-Greisen (NKG) structure function [1w&jh parameters
reflecting the shower size, the detection altitude and the shower age. & paragneter determined
in this way is usually referred to dateral age[3, 4], since obtained from the LDF. It, in principle,
coincides with the longitudinal age in particular for purely e.m. EASSs, but, iexgerimental
context, they can in fact differ, since most showers come from hadnomshe two quantities are
measured with completely different techniques. However, they must begbtnelated.

2. The ARGO-YBJ experiment

The ARGO-YBJ detector is a full coverage extensive air shower (EB&@y made by a single
layer of Resistive Plate Chambers (RPCs) operated in streamer moglgdspnomy and cosmic
rays (CR) studies [5]. The array, installed in the Cosmic Ray LaboratbaoBaJding (Tibet,
China) at an altitude of 4300 m above sea level (corresponding to aaleatinospheric depth of
about 606 g/crf), ran in its full configuration since November 2007 until February 20k3s
organized in 153 clusters of 12 RPCs each. Any single RPC is read dahl$2x 56 cnt pads,
which are further divided into 8 strips, thus providing a larger particlenting dynamic range
[6, 7]. The signals coming from all the strips of a given pad are sent tedh@ channel of a
multi-hit TDC. The whole system provides a single hit (pad) time resolution B ns, which,
joined to the full coverage feature, allows a complete and detailed three-glonahreconstruction
of the shower front with unprecedented space-time resolution. A sysietimef RPC analog charge
readout [8] from larger pads, each one covering half a chambesdtballecbig pads BP), has also
been implemented and took data since January 2010. This actually exteadeddgbttor sensitivity
range from about 1@eV up to about 1 eV for primary protons. The analog readout system has
been operated with different gain scales (from GO to G7, with increagiimg)y which determine
the threshold and the maximum number of particles that can be reliably measuesth BP.
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Figure 1: Left: Average primary energy for p, He, CNO group and Fe até#d MC showers for various
intervals ofNpg, the number of detected particles within 8 m from the showes. aVertical error bars are
the RMSs of the energy distributions. Right: Reconstrutfed of the detected particles around the shower
axis for simulated p, He and Fe initiated showers witfi1@ Npg < 10*9 and zenith angle less than15
The three distributions are here normalized to the partiefesity at 11 m of distance from the shower axis.

The highest gain scale G7 allows low density values to be measured down parfécles per rf,
overlapping its dynamic range with the detector operated in 'digital mode’ jimglyg counting the
number of fired strips, that saturates at about 20/fhe other scales have decreasing gains (down
to GO) and allow measuring ever increasing densities up to sevévai?8]. These features allow
the study of the detailed structure of the particle density distribution at thealien level even
very close to the shower axis.

3. Monte Carlo simulations and data analysis

For the analysis here presented, several air shower samples indugadton, He, CNO
elemental group and Fe primaries have been simulated, for a total amoeweddlanillions events
in the (13-10%) eV energy range. The simulated showers were produced by usi@aRSIKA
code [9], withQGSJET-I11.0310] as hadronic interaction model, and following the spectra as given
in [11], with zenith angléd < 45°. With cores randomly sampled in a larger area (about ten times)
than the detector surface, such showers have been given in inp@EABT[12] based program
fully simulating the detector structure and response (including the effetita@fesolution, trigger
logic, electronics noise, readout system, etc.). The Monte Carlo (M@}®triggering the analog
system readoutX73 fired pads in a cluster) have then been processed by the sameamactoTs
program used for real data. The events were subsequently selgategluiring the core position,
which is reconstructed with an accuracy of the order of 1 m or less, to befislucial area of
64 x 64 n? around the detector center. This work was also restricted to events withsteacted
zenith anglef < 15°. The study of these MC events (see [13]) allowed to identify the truncated
size Ngg, defined as the number of particles detected within a distance of 8 m fronhomees
axis, as a suitable estimator of the primary CR energy E, since well correléteé, not biased
by effects due to finite detector size, nor dominated by shower to showetudtions. In Fig. 1,
the correlation betweeR andNpg is shown for simulated proton, helium, CNO group and iron
initiated showers. Severblg intervals have been chosen to select event samples corresponding to
different primary energies. Clearly, tipg quantity is a mass dependent primary energy estimator.
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Figure 2. Left: Fits to the reconstructed LDFs of the detected pasicround the axis for simulated
proton and iron-nucleus induced showers with1& Ngg < 10°0, by the NKG-like function in Eq. 4.1.

Right: Reconstructed LDF of the detected particles arotiedshower axis for ARGO-YBJ experimental
data with 167 < Npg < 10°% and@ < 15°. The superimposed fit with the NKG-like function is also sihow

4. Parametrizations of the LDF

As already stated in the Section 1, the basic idea is to get information on therstievelop-
ment stage from the lateral density distribution structure around the slagigeThus, the average
particle distributions starting from the reconstructed core have beendindietail for eaciNpg
bin and, in the case of simulations, for different primary types. As an ebartie Fig. 1 (right)
shows the average lateral distribution of particles obtained for a samplaudfsed proton induced
shower events in the intervANgg = 10*7 — 100, corresponding to an average enekgy~70TeV,
together with the average LDFs for He and Fe primaries in the gsiag (corresponding to an
average energifye ~100TeV andEre ~300 TeV, respectively).

Various modifications of the NKG form were proposed as LDFs in ordeptiorize the func-
tion for reproducing the data of various experiments that measured paitiokities at ground.
This could be done by introducing the concept of local sges(r) [14], or suitably modifying the
original form [15, 16, 17, 18]. For ARGO-YBJ data, the LDFs (up toatblOm from the core)
have been fitted with several of that parametrizations, as described its deteeference [19].
Such a systematic study showed that no one of that functions was able RGIOAYBJ data in
a satisfactory way. In particular, the fit with the original NKG formula did give good results
unless usingdry values much lower than the actual Moliére radius at the experimental site.

The best performance in describing both simulated and experimental ddtaheminimum
number of parameters and whateverlhg bin, was achieved by the use of a simplified, NKG-like,

LDF defined as: o(r) = Ax (rro)g_z<1+rro>g—4.5 (4.1)

whereA is a normalization factoss' is theshape parametethat plays the role of thiateral age
andrg is a constanscale radiuswhich refers to the Moliére radius in the classical NKG function.
Both simulated and real data suggested the vigjue30m.

Some of these results both for Monte Carlo and for experimental data ireaNdjg¢ bin are
reported in Fig. 2. The left panel shows the average lateral distributidriree related fit for the
p-primary event sample withNgg = 10*7 — 10>, corresponding to a typical energy, ~ 500 TeV.
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Figure 3: Left: The lateral age parametgrresulting from the fits of the average LDF of simulated p, He,
CNO group and Fe samples (in eadjs bin) vs the correspondingmax average values. Right: Average
longitudinal age parametey vs the corresponding lateral age parametaesulting from the fits of the
LDFs of simulated p, He, CNO group and Fe samples (in &&glbin).

In the same plot, the distribution and fit for the 'mean event’ in the sAMg bin, induced by
iron-nucleus primariesHge ~1.4 PeV), can also be observed. Also for experimental data, the
lateral particle density profiles appear properly described by Eq. g.4hawn in Fig. 2 (right),
where the fit to the average LDF for real events with 1@ Npg < 10°C is reported as an example.

5. Shower age deter mination

From the fit of the average LDF for each of the simulated primaries (p, N&,d-¢e) and
for eachNg interval, it was found that, for a given primary, the fit parameteralue decreases
whenNpg (i.e. the energy) increases, this being due to the observation of yo(aeggrer) showers
at larger energies. Moreover for a given rangeéNgé, s’ increases going from proton to iron, as
a consequence of a larger primary interaction cross section. Bothdi=p=es are in agreement
with the expectations, the slogebeing correlated with the shower age, thus reflecting its develop-
ment stage. As a consequence, if we plot the fialues, for each simulated primary type ag
interval, as a function of the correspondiXgax average values, we obtain the correlation shown
in Fig. 3 (left panel). As can be seen, the shape paransetiapends only on the development
stage of the shower, independently from the nature of the primary partidierergy. That plot
expresses an important 'universality property’ of the LDF of detect#f garticles in terms of the
lateral shower age. Obviously, the shower-to-shower fluctuationglindeounavoidable systemat-
ics, whose effects can be anyway quantified and taken into account.

The previous outcome moreover implies tisafrom the LDF fit very close to the shower
axis, together with the measurement of the truncatedigecan give information on the primary
particle nature, thus making possible the study of primary mass composition.

We can more deeply investigate the above described result and get ftotisequences: the
universality property expressed by the left plot in Fig. 3 allows to deleotiye detected shower
signal from the primary nature thanks to the (linear) relaios s'(Xmax), once thes' parameter
value was obtained from the single event LDF fit. This really gives theilpiigsto identify a
mass independent energy estimator, as shown in the next Section.

Moreover, as already stated, in our context the paranseptays the role ofateral age so it
should be strongly correlated to the longitudinal agé 6f the shower. Such correlation is made
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Figure 4: Left: Two-dimensional histogram dbgio(E/TeV) vs Ioglo(Ngéax) for a simulated mixture of
quasi-vertical @ < 15°) H, He, CNO group and Fe nuclei, in the assumption of Horacdehposition
model. A linear fit is superimposed. Right: Thag;o of energy distribution corresponding to the interval
IoglO(Ng?‘) =[5.30,5.38. As shown, the distribution is properly fitted by a Gaussiamction.

more explicit using the classical definition ®fas a function of the shower maximum depthax

~ 3hg-sedo)

~ ho-sed8) + 2Xmax
wherehg is the detector vertical atmospheric depththe shower zenith angle. Then, using the
same averag&max values reported in Fig. 3 (left), through the previous relation we obtain the
plot of Fig. 3 (right panel), which clearly demonstrates how the 'obsEteg¢eral ages’ is strictly
related to the classical age, and moreover a linear dependence appears appropriate. Indeed, in
the same plot a linear fit has been superimposed, which gives:

5. = (0.389+0.005) - S + (0.678:0.007) (5.2)

(5.1)

6. Massindependent energy calibration
In a first approximation, we can assume that the shower is absorbedsaftexximum in the
atmosphere following an exponential law:
X— Xmax)

N(X) = Ng&™-exp| —
(X) = Nge* exp( — =5

where the numbeN (X) of particles at deptiX is obtained from the number of particles at maxi-
mum N2 taking into account the shower maximum dephux and the absorption length in the
atmospheréps. It is reasonable to apply the same absorption law to the truncatebligjzso as

to get the correct signal at maximuhys™, inverting the function (3):

ho-sed8) — Xmax(s)
max __ .
NI — Nig exp( . ) (6.2)
where Xmax is estimated on the basis of tsevalue measured from the event by event LDF fit.
Equivalently, using the relation Eq. 5.1:

3hp-seqo) 1
max __ . - _
Nps~ = Nps - €x > Mune (1 (s’))) (6.3)

which expresseslg”éax as a function of, by means of the longitudinal age. Then, using the
relations of Eq. 5.2 and 6.3, it is possible to get the signal at maxinN.[%%xI for each event, on
the basis of the observed truncated $izg and the shower age from the event by event LDF fit.

(6.1)
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Figure 5: Energy resolution (left) and bias (right) as a function a teconstructed enerdye. for quasi-
vertical events@ < 15°), Aaps= 100 g/cn? and Horandel model. The method was appliedgar, 100 TeV.

The universality properties of extensive air shower developmentestigigat, when observed
at its maximum, the shower size is only a function of the total energy, mostly indepeon the
primary nature [20]. This is what is really found: while tNgg distributions for simulated cosmic
ray showers of different species (p, He, CNO, Fe) and same elmogyquite separated, when
the correction for attenuation is applied, the distributionwgg’x for the different primaries in
the same energy bin, as obtained using Eq. 6.3, nicely overlap. This isieundeig. 4 (left),
where a two-dimensional histogram of thogy; o(Njz™) quantity versusogio(E/TeV) is shown for
a simulated mixture of protons, He, CNO group and Fe, weighted by the fluelmpoabosed by
Horandel. Very similar results are obtained using other composition modelsteNGarlo events
have been selected with the same quality cuts of real data and zenith anglelsithifhe two-
dimensional histogram has been sliced in 0.08 width bingfo(Ngz™) and for each slice the
logyo of energy distribution has been obtained. All flog;o of energy distributions have been
properly fitted by a Gaussian (see right panel of Fig. 4 for an example)dier to estimate the
mean value ofog;o of energy. Over the plot in Fig. 4 (left), a stright line is superimposed, lwvhic
represents the relationship between the logarithm of truncated size at maxinaltime fitted mean
of the energy distribution. Such relationship is well described by a linear fit:

logio(E/TeV) = a- logio(Npg™) +b (6.4)
being a£0.98+0.01) and b —2.424+0.05).

The energy resolution, defined as one sigma of the distribution of the quUagtityEec/Etrue)
(being E¢rye the true energy of the simulated event dfgk the energy value reconstructed from
Eqg. 6.4), has been evaluated from Monte Carlo simulation. A value of Q10logi1o(E/TeV)
has been obtained in the energy range starting frohe¥Qwhere the procedure was applied to
the data), getting better with energy, as shown in Fig. 5 (left), where tlodutEs is plotted as
a function of the reconstructed energy. Moreover, the energy sénmtion bias, defined as the
differencelogio(Erec/TeV) - 10010(Etrue/TeV), has been found within 0.05 ilvgio(E/TeV), in
the energy range useful for ARGO-YBJ measurements, as reportégl i ight).

The absorption lengtha,s has been determined by optimizing the energy resolution and bias
for a fixed energy value. The valugps = 100 g/cn? satisfies both the request of resolution less
than 0.1 inlogio(E/TeV) and bias within 0.05 for the whole energy interval 100 TeV - 10 PeV.
That value is compatible with a previous ARGO-YBJ measurement [6].

Such energy calibration method, based on the use of the lateral ageta@ilosved the mea-
surement of all-particle CR spectrum from ARGO-YBJ data, in agreemigmother experimental
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results [21]. The light (p+He) component spectrum was also meaghredgh the primary mass
selection capability offered by the same paramsteas extensively discussed in [21].

7. Conclusions

A detailed study of the lateral particle distribution (LDF) around the axis oftlesi-vertical
extensive air showers detected by the ARGO-YBJ experiment has beenped. The analysis of
data triggering the RPC charge readout system allowed to explore a wigke o&particle density,
from few particles /ri up to several 19m? very near to the core. Applied to simulated data, this
study showed how the slope of this LDF distribution, expressedateeal ageparametes, gives
information on the longitudinal shower development. Moreover, it demondtth&existence of
an important universality property of the shower development stage) ek@ressed in terms of
g, with respect to the primary nature. Assuming an exponential absorptibe shower particles
after the maximum, the above outcomes allowed to obtain a powerful mass icéepenimary
energy estimation for the ARGO-YBJ events, only based on the truncatedfgietected charged
particles Nyg) and thes' parameter value from the LDF fit within a distance of 8 m from the core.
This method allowed ARGO-YBJ to successfully measure both all-particlepeide) CR spectra.

References

[1] K. Greisen,Progress in Cosmic Ray Physjal.lll (NH Publishing Co, Amsterdam, 1956)
[2] K. Kamata, J. Nishimura, Prog. Theor. Phys. Supplemen6N1958) pp. 93-155.
[3] R.K. Dey etal., J. Phys. G: Nucl. Part. Ph28, 085201 (2012)
[4] A D’Amone et al. (for ARGO-YBJ Collaboration), ISVHECRI012 proceedings.
[5] 1. De Mitri (for ARGO-YBJ Collaboration), J. Phys.: Corser. 375 052027 (2012).
[6] C. Bacci et al. (ARGO-YBJ Collaboration), Astropart.yB3h17, 151 (2002)
[7] G. Aielli et al. (ARGO-YBJ Collaboration), NIM A 562, 922006)
[8] B. Bartoli et al. (ARGO-YBJ Collaboration), AstropaRhys. 67, 47 (2015)
[9] D. Heck et al., Report FZKA 6019, Forschungszentrum glathhe (1998).
[10] S. Ostapchenko, Nucl. Phys. 51 143 (2006)
[11] J.R. Horandel, Astropart. Phy49 193 (2003)
[12] GEANT - Detector Description and Simulation Tool, CERXbgram Library, W5013 (1993).
[13] A. D’Amone et al. (for ARGO-YBJ Collaboration), Proc3&1 ICRC (2013), paper id. 779.
[14] J. N. Capdevielle, F. Cohen, J. Phys. G: Nucl. Part. PBY$2005) 507-524.
[15] W.D. Apel et al., Astrop. Phys. 24 (2006) 467-483.
[16] M. Takeda et al., Astrop. Phys. 19 (2003) 447-462.
[17] J. Linsley et al., J. Phys. Soc. Japan 17 (1962) Suppil 9.
[18] R.I. Raikin et al., Nucl. Phys. B (Proc. Suppl.) 175-12608) 559-562.
[19] P. Bernardini et al. (for ARGO-YBJ Collaboration), Br@3rd ICRC (2013), paper id. 781.
[20] J. Blumer et al., Progr. in Part. and Nucl. Phys. 63, Z810).
[21] A. D’Amone et al. (for ARGO-YBJ Collaboration), Procf this Conference, paper id. 917.



