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The First G-APD Cherenkov telescope (FACT) is dedicated to monitor bright TeV blazars in the
northern sky. The use of silicon photon detectors allows for a larger duty cycle, which results
in a huge amount of collected data (800 GB/night). In order to satisfy its monitoring purpose,
changes in the flux of the observed sources have to be registered without delay. This requires a
data analysis that provides physical results at a rate that is comparable to the trigger rate of 80Hz.
The recently developed data analysis software FACT-Tools aims to accomplish these require-
ments in real-time. It is implemented based on of the st reams-framework, which was devel-
oped at Dortmund’s collaborative research center for resource-constrained data analysis (SFB
876). Streams delivers an easy-to-use abstraction layer to design analysis processes by use of
human readable XML files, which also make the analysis reproducible. Multi-source processes
(e.g. simultaneous analyses of data from several telescopes) and multi-core processes (paral-
lelization) are already included in the st reams-framework. Therefore, St reams is an ideal
framework for use in gamma-ray astronomy.

The FACT-Tools are an extension library for the st reams-framework with analysis methods for
Cherenkov telescopes. The collection of methods is ranging from RAW data handling and calibra-
tion up to image parameter extraction and Gamma-Proton classification. The latter is performed
by an online application of a random forest classifier, which in turn, allows for an adaptation in
other tasks e.g. image cleaning or online estimation of the energy spectrum.

In this contribution we want to present the features of FACT-Tools and the st reams-framework

alongside with their performance measured on the data from the FACT Cherenkov telescope.
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FACT-Tools — Streamed Real-Time Data Analysis

1. Introduction

FACT [1], the First G-APD Cherenkov Telescope, is an Imaging Air Cherenkov Telescope,
located on the Canary Island of La Palma. FACT uses Silicon Photomultipliers (SiPMs) instead of
conventional Photomultiplier Tubes to detect Cherenkov photons, produced by charged, secondary
particles in extensive air showers.

Its main purpose is the continuous monitoring of bright TeV gamma ray sources in the Northern
Hemisphere. The reflector is made up of 30 hexagonal mirrors with a total reflective area of 9.51 m?.
The FACT camera consists of 1440 SiPM pixels each with with a maximum sampling rate of up to
2 Gigasamples. The samples are read by a DRS4 (Domino Ring Sampler) chip. In case an event is
triggered, 300 samples corresponding to 150 ns are stored directly to hard drives at the experiment
site. This creates about 900 kB of data per recorded Event. An average trigger rate of up to 80 Hz
leads to roughly 800 GB of data each night.

The central task of a monitoring system is to detect changes in gamma-ray flux from the source
and to alert other experiments if some predefined limit is reached. The currently running system
calculates excess rates with some delay after the data was written to hard disk [2]. Our goal is to
run the entire data analysis process to run under the strong time and memory constraints given at
the experiment site. In order to calculate the flux of an observed source we need to run an entire
data analysis process including calibration, image cleaning, parametrization and Gamma-Proton
classification. Our goal is to run the whole data analysis process in near real time.

An analysis software called FACT-Tools [3] built on top of the st reams-framework [4] has
been implemented. Utilizing the features of streamed data analysis, the goals mentioned above can
be achieved.

2. The st reams-framework

The data analysis chain for the FACT telescope, or really any other experiment, can be
modeled by a data flow graph. A data flow graph consists of different types of interconnected nodes
representing single steps of the analysis chain. The flow graph contains a node representing the
source of the data we want to analyze. The source continuously emits pieces of data, called data
items, into the graph for processing. These data items can be transferred along the edges of the
graph to nodes processing the data in some appropriate way. These nodes can then pass the, possibly
modified, data item along to the next node.

The main motivation behind the streams-framework is to provide a light-weight API to
uniquely define the topology of data flow graphs using an XML based description language. This
allows for simple reproducibility of your data analysis while also providing a thin abstraction layer
for your data flow. This allows for robust reasoning about the data and control flow of your data
analysis chain. The st reams-framework is written in the Java programming language and comes
with a runtime module to execute the stream as defined by the XML document. These data flow
graphs can also be easily mapped to topologies for the Apache Storm [5] engine or Apache Hadoop
clusters. This allows for data analysis in large scale distributed environments.
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<application> R
<stream/> <process/> <process/>
ﬁ
<queue/> <process/>
</application>

Figure 1: A graphical representation of a data flow graph as defined by an XML file adhering to the
naming convention of the st reams-framework

In the context of the st reams-framework a node processing some data is called a processor.
Nodes that act as a source for data items are called streams. Within the graph data streams can be
collected and distributed using queues. Each data item created by the stream is represented by a
HashMap containing values of arbitrary type. The st reams-framework comes with a set of basic
processors for data transformations and control flow management. In addition to the already existing
processors a user can also easily define an entirely new processor. Implementing a Java Interface of
type Processor suffices. The example code in listing 1 demonstrates how to read and modify
some generic data from the stream.

Listing 1: Example code demonstrating how to write a custom processor.

public class MyProcessor implements Processor {
@Override
public Data process(Data item) {
double[] data = (double[]) item. get( )
double [] smoothedData = smoothData(data);
item . put( , smoothedData);
return input;

3. The FACT-Tools as an extension to the st reams-framework

The FACT-Tools are built on the st reams-framework by adding methods and algorithms for
analyzing FACT specific data. To get physically meaningful results from the raw data recorded
by the telescope a handful of important steps have to be performed. At the moment the data
acquisition system writes telescope raw data as FITS [6] [7] files. The FACT-Tools provide a
stream implementation that can read these files and create one data item per triggered telescope
event. The raw data has to be calibrated in order to convert the recorded samples into voltages. In
the same step we remove artifacts from the signal. Once the data has been calibrated, two important
features are gained from the voltage curves for each pixel. To gain further insight we need to know
the number of photons that hit the pixel and their arrival time in the pixel. Both values are estimated
from the height and the slope of the voltage curves. In the next step we select only those camera
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pixels which were actually hit by any Cherenkov photons from the shower. This step is called image
cleaning and is accomplished using relatively simple heuristics. For further investigations we need
to calculate image parameters that contain physically relevant information about the nature of the air
shower. The so called Hillas parameters belong to the standard set of image parameters for Imaging
Atmospheric Cherenkov Telescopes. Once the image parameters are calculated they can be used for
separation of the recorded signal into gamma or hadron induced showers. All of these preprocessing
methods are included as processors inside the FACT-Tools. Figure 4 is a plot of the runtimes of
some of the processors that are executed during the analysis of FACT data. Figure 2 shows the basic
elements of the data analysis process. The study of runtime distributions of different processors
quickly reveals possibilities for runtime optimizations.

Image Gamma-
N Signal Image 9 .
Calibration i . Parametriza- Proton
Extraction Cleaning . o
tion classification

Figure 2: Data processing steps from raw data acquisition to Gamma-Proton classification.

All of these steps can be defined using a single XML file. Listing 2 shows an outline of what a
simple data analysis process for the FACT data, including a planned flux estimating step, could
look like.

Listing 2: An outline for an XML document describing some data flow.

<stream id= class=
url= />
<process input= >

<fact.data.DrsCalibration/>

<fact.data.SignalExtraction />

<fact.image.ImageCleaning energyThreshold= />

<fact.image.features.HillasParameters />

<streams .weka. Apply modelUrl= />

<if condition= />
<fact.flux.Estimate />

</process>

The flexible data stream definition and modularity allows for development of new methods
in a rapid prototyping fashion. Additionally the FACT-Tools are equipped with a graphical user
interface which allows to quickly visualize the results of different preprocessing methods. Figure 3
shows a screenshot of the user interface.

The image parameters and cleaning methods provided by the FACT-Tools achieve good
performance in terms of estimator bias [8] and separation strength [9].

4. Online application of machine learning algorithms

Machine learning algorithms can be used to classify telescope events into categories. To use a
supervised classifier however it needs labeled training data to build a model with a proper decision
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Figure 3: A screenshot of the FACT-Tools graphical user interface
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Figure 4: This plot shows the average runtime of different processors as executed during the analysis
of FACT data

function. Labeled data can be created using simulated showers from Monte-Carlo simulation
programs such as CORSIKA [10] and CERES [11]. These models can be trained in an offline
manner since we always have complete sets of simulated data and can produce more if the need
arises. Furthermore there is no definite time constraint on training a classifier with Monte-Carlo
data. Application of a classifier to real telescope data however should be possible in an online or
streaming manner.

The st reams-framework allows for the integration of popular machine learning libraries such
as MOA [12] and WEKA [13]. The model is trained on image parameters gained from simulated
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data and then serialized. This serialized model can be used by the Apply processor inside a data
stream definition for real telescope data. This processor applies the deserialized model to each
telescope event and labels it for either class. We use the WEKA Random Forest[14] implementation
for separation of gammas and hadrons because the Random Forest classifier has proven to be useful
for this classification problem [9].

Based on the label given by the classifier further processing can take place. In our case we plan
to use the events labeled as "gamma" for flux estimation.

5. Streaming from multiple sources in multiple threads

Using the st reams-framework its possible to analyze data from many source at once using
more than one thread. This is a common task for batch processing large amounts of files from a
single streams definition. Or for reading data from more than one telescope at once. Each Process,
as defined by the <process></process> tags in the XML, is executed within its own thread.
This makes multithreading straightforward. Listing 3 demonstrates how to read and analyze data
from more than one stream at once.

Listing 3: A stream processing two data files with two different processes.

<stream id= class=
url= />
<stream id= class=
url= />
<process input= >

</process>
<process input= >

</process>
<process input= >

</process>

For batch processing many files this method would be quite tedious however. Using the
copies keyword a process can easily be copied many times which makes processing lots of files
much easier.

Listing 4: A stream processing many data files using the copies keyword.

<stream id= class=
url= />
<process input= copies=4>

</process>
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It is also possible to collect data from different sources into queues to merge different data
streams into one. This allows for maximizing 10 throughput of the system while handling inhomo-
geneous data streams from different sources. The planned Cherenkov Telescope Array (CTA) is a
great use case for the st reams-framework. In the CTA experiment data from over 100 telescopes
will be collected and analyzed. For monitoring purposes data from all of the telescopes needs to be
analyzed with minimal delay. Utilizing the features of streams the CTA data can be managed and
analyzed on distributed and scalable computing infrastructures such as Hadoop or Apache Storm.

6. Conclusions

The FACT-Tools software can analyze FACT telescope data and perform Gamma-Proton
classification under real-time constraints using online application of machine learning models.
The underlying st reams-framework provides the tools and methods for distributed and parallel
processing of data streams from multiples sources at once. This allows for the creation of large scale
analysis chains for experiments using multiple data sources like CTA. In the near future we plan
to use the online application of pre-trained models for flux estimation at La Palma, to compare it
to the existing quick look analysis [2] and to evaluate these techniques for the planned CTA[15]
experiment.
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