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Some present-day fusion diagnostics, including the reconstruction of the density profile from
reflectometry measurements, require a lot of processing power to achieve the desired results. This
processing is thus usually postponed to after the pulse and can last well beyond the starting of
the next pulse on standard tokamaks like JET or ASDEX Upgrade. With the parallel computing
capabilities of modern GPUs, it is possible to significantly shorten the time it takes to compute
the density profile, bringing it closer to the update interval of the JET real-time network. This
paper presents the implementation of profile reconstruction from X-mode Frequency-Modulated
Continuous-Wave (FMCW) reflectometry for JET’s KG10 diagnostic on an NVIDIA R© CUDA-
enabled GPU. The system can process one profile in less than 5ms, a temporal resolution that
opens the prospects of using FMCW reflectometry as a real-time diagnostic.
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1. Introduction

Frequency-modulated continuous-wave (FMCW) reflectometry is a plasma diagnostic which
can be used to determine the density profile of a magnetically confined plasma along the major ra-
dius of a tokamak. In JET, the plasma is probed from the low-field side with a series of frequencies
{ f0, f1, ..., fn} in the microwave range, including the Q-band (33–50 GHz), V-band (50–75 GHz),
W-band (75–110 GHz), and D-band (110–150 GHz). The probing frequency fi is increased to fi+1

in steps of 0.01 to 0.02 GHz, and the system is sufficiently fast to sweep the plasma in 10µs and to
provide a new sweep every 15µs, if necessary [1]. However, at such rate the generated data quickly
exceeds the amount of available memory, so the highest acquisition rates are reserved for events of
special interest. An acquisition rate of one sweep per millisecond is common.

The underlying principle of microwave reflectometry is that a probing wave of frequency fi

is reflected at a cutoff position xi inside the plasma where there is some electron density ne(xi).
While the density value ne(xi) that causes total reflection can usually be predicted from fi, the
actual cutoff position xi where such reflection occurs is unknown and must be determined based on
the roundtrip delay of the probing wave.

1.1 Finding the group delay

As the plasma is swept with a series of frequencies { f0, f1, ..., fn}, the reflectometer generates
an in-phase/quadrature (I/Q) signal [2] with time-varying amplitude and phase. With the increase
in probing frequency, the phase varies in such a way that the I/Q signal appears to oscillate at a beat
frequency which is related to the group delay τ by (see, e.g. [3]):

fbeat( fi) = τ( fi)
d f
dt

(1.1)

where d f
dt is the step increase in probing frequency per unit time.

The beat frequency fbeat( fi) can be obtained using a sliding-window approach, which consists
in applying a Short-Time Fourier Transform (STFT) to a segment of signal around fi. For this
purpose, we use a segment of 64 samples, we apply a weighting window to the segment, and we
use zero-padding to improve the FFT resolution. We compute the FFT of the zero-padded segment
and we find the point at which the FFT has its maximum. The procedure is illustrated in Figure 1.

... ...
fi

32 zeros 32 zeros64 samples

128 elements

FFT

fbeat

I/Q data

Figure 1: Computing the beat frequency for a probing frequency fi

1.2 Group delay inside the plasma region

From the beat frequency fbeat( fi) it is possible to obtain the group delay τ( fi) from Eq. (1.1).
However, such group delay includes the total propagation time, both inside and outside the plasma.
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Since we are interested in measuring the delay only within the plasma region, we need to subtract
the propagation time outside the plasma. Such propagation time can be determined beforehand by
probing the empty chamber with the same set of frequencies. In this case, the probing wave is
reflected on the back wall. Let fwall( fi) represent the beat frequency obtained when probing the
empty chamber. Then the roundtrip delay inside the plasma region is given by:

τ( fi) =
fbeat( fi)

d f/dt
−
(

fwall( fi)

d f/dt
− 2(R0−Rwall)

c

)
(1.2)

where R0 is the first (outermost) position where there is usually some plasma density, Rwall is the
position of the back wall,1 and c is the speed of light in vacuum.

1.3 Linearization of fwall

In practice, the measurement of both fbeat( fi) and fwall( fi) is subject to noise. In fbeat( fi) it
is hard to distinguish between noise and actual density fluctuations. However, in fwall( fi) there
should be no noise because the chamber is empty and the back wall is at a fixed position. Yet,
Figure 2 shows that while fwall( fi) follows an overall linear trend, there are some outliers that
deviate significantly from that trend. Here, least squares regression (LS) provides a poor fit; the
linear trend is best captured by a least median of squares (LMedS) [4]. For this purpose, we search
for the two points that yield a line with the best fit. An inconvenience of this method is that its time
complexity is O(k2) where k is the number of points. However, this linearization needs to be done
only once per pulse, and applies to every sweep thereafter.

1.4 Computing the density profile

To find the cutoff positions {x0,x1, ...,xn} from the group delays {τ( f0),τ( f1), ...,τ( fn)} we
use Mazzucato’s algorithm [5]. This is an iterative procedure which, at each iteration i, computes
xi based on the positions {x0,x1, ...,xi−1} from previous iterations. Due to the sequential nature of
this algorithm, it can hardly be parallelized, but it can be somewhat optimized. Our main efforts
are focused on parallelizing the computation of the beat frequencies and the linearization of fwall.
Figure 3 shows a plot of a density profile obtained from a sample sweep. For comparison, the plot
also shows the density measurements obtained via Thomson scattering [6].
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Figure 2: fwall in the Q-band
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Figure 3: Density profile for a sample sweep

1In JET, R0 is usually very close to the radial outer gap (3.86 m) and the back wall is positioned at 1.78 m.
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2. Computing the density profile with CUDA

Modern GPUs have hundreds or even thousands of cores, so they can largely outperform the
CPU in certain parallelizable tasks. CUDA [7] is a technology introduced by NVIDIA to make the
parallel capabilities of GPUs accessible for general-purpose programming. CUDA revolves around
the idea of dividing work into a large number of independent threads. The actual work to be carried
out by each thread is programmed into a special function called a kernel. In essence, a kernel
executes on the GPU and is replicated into as many threads as necessary. Each thread has a unique
thread id which can be used to differentiate between the multiple executions of the same kernel.
Typically, a CUDA kernel operates on one or more input arrays, and writes the results to one or
more output arrays. These arrays are stored in GPU memory. The thread id is used to determine
exactly on which elements of the input and output arrays each thread will operate.

2.1 Computing the beat frequencies

To compute the beat frequencies, we use three different kernels and also the cuFFT library [8].
Figure 4 illustrates the procedure. Kernel #1 builds all the input segments for the FFT. It receives
the I/Q data for all bands in an input array and builds all the segments in an output array which
is initialized with zeros (no need for an additional zero-padding step). Each value is copied to the
output array by a separate thread, which also multiplies by the corresponding (Hanning) window
point. The output of kernel #1 is given as input to cuFFT, which runs in batch mode to compute all
FFTs on the GPU with a single call. Kernel #2 computes the magnitude of each FFT coefficient.

fbeat(fi) fbeat(fi+1)

thread thread

... ...
FFTs

... ...
fi

... ...

64 samples

8 samples

threads

64 samples

I/Q data

Segments

... ...
FFT magnitudes

...

threads

...
Beat frequencies

Kernel #1

cuFFT Library

Kernel #2

Kernel #3

cuFFT cuFFT

Figure 4: Computing the beat frequencies (CUDA version)
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Kernel #3 finds the beat frequency for each segment; here, each thread operates on its own segment
to find the position in that segment where the FFT has its highest peak.

2.2 Linearizing fwall

The linearization of fwall is done separately for each band, because each band has its own line
that yields the best fit. To find such line, we need to consider every pair of points ( fi, fwall( fi)) and
( f j, fwall( f j)). We pass a line through those two points and compute the residues for every point.
Then we sort the residues to find the median residue for that line. The line that yields the best fit is
the one with the least median residue.

The procedure for obtaining fwall from I/Q data is the same as described in Section 2.1. To
linearize fwall we use three additional kernels and two external libraries. Figure 5 illustrates this.
Kernel #4 picks a pair of points and calculates the line parameters (slope and y-intercept) for the
line that passes through those two points. Kernel #5 calculates the residues for each point and
line. The residues for the same line are stored contiguously in a segment of the output array. Each
of these segments must be sorted to find the median residue for the corresponding line. For this
purpose, we use the Modern GPU library [9] to sort all segments at once on the GPU. Kernel #6
collects the median residue for each line and places it in an output array. Then we use the Thrust
library [10] to find the position of the least median residue in that array and. from the same position
in the array of line parameters, we retrieve the line that yields the best fit.

... ...

fi

... ...
threads

Beat (wall) frequencies

Line parameters

... ...
Probing frequencies

(a,b)

fj

fwall(fi) fwall(fj)
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threads
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Kernel #4
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Kernel #6

Thrust Library
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Figure 5: Finding the best linear fit for fwall (CUDA version)

2.3 Results

To assess the performance of our CUDA approach, we compare it with a reference implemen-
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tation in C that uses the FFTW library [11]. Table 1 shows the processing time of each sweep for
both versions. The largest performance gain is observed in the linearization of fwall. But more
importantly, the reconstruction of the density profile is brought down to about 3.4ms, a time that
is now much closer to the standard update interval of 2ms in the JET real-time ATM network [12].
The additional time required for data acquisition can be pipelined with the density profile recon-
struction (i.e. the data for the next profile can be loaded while the current profile is being processed)
to yield a total processing time of under 5ms.

CPU: Intel Core i5-4690 @ 3.5 GHz
GPU: NVIDIA GeForce GTX 750 Ti SM5.0 with 640 CUDA cores @ 1137 MHz
Run time (s) C version CUDA version Performance gain
fwall linearization 1.240397 0.130477 9.5x
sweep #6019 0.011204 0.003446 3.3x
sweep #10019 0.011178 0.003402 3.3x
sweep #73185 0.011247 0.003429 3.3x

Table 1: Processing time for three sample sweeps from pulse #86903
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