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1. Introduction

The matrix regularization plays an important role in formulating the superstring theory and M-
theory [I]. This regularization preserves supersymmetries, so that it can be applied to the world-
sheet or the worldvolume theory of a superstring or a supermembrane. The regularized theories
are called the matrix models, which are defined by path integrals of some Hermitian matrices and
are nonperturbatively well-defined. The matrix models are believed to contain not only the single
string/membrane state but also multi-string/membrane states. Namely, they are expected to give
the second quantized theories of the superstring or M-th&biZ].

A formal definition of the matrix regularization can be found@j.[For a given symplectic
manifold.#, its matrix regularization is defined as follows. Ogt: C*(.#) — Mn(C) be a linear
map from smooth functions a to N x N matrices and leit be a fixed index set made of a strictly
increasing sequence of natural numbers. Then, if the sequence of the lineaf TRaps |}
satisfies the the four conditions shown in eq. (4.1)-(4.48ni{ is called the matrix regularization
of .. In particular, important properties of the matrix regularization are the following. For any
f,ge C*(4), it satisfies

lim [[T(F)Ta(@) — Tu(fg)ll =0, (1.1)

dim [[iIN[Tn (), T ()] = Tn({ T, 9})[[ =0, (1.2)

where||-|| is a matrix norm and , } is the Poisson bracket o#, respectively. Roughly speaking,
the matrix regularization is an approximation for functions #husingN x N matrices, such that
the algebraic structure is preserved, the Poisson tensor is realized as the commutator of matrices
and the approximation becomes exact in the laMdanit.
Let us consider the situation relevant to the string and M-theories in which the marn#fold
is embedded iD-dimensional flat space. For a given embedding funcfigh} : .# — RP(u =
1,2,---,D), we denote by)x* = Ty (y*) the image under the matrix regularization. Here, an impor-
tant condition forX* to be a regularization of is that

fim [[iN[X¥,XH] = WHY (X)]| = . (1.3)

Here,WHY(X) is the image of the induced Poisson tens@t’ (y) := {y*,y’}1. OnceX* with
the desired property is obtained, the image of any functign can also be obtained by fixing an
ordering rule, namely, the image is given by just replagiHigvith X under the ordering rule.
So the problem of constructing the matrix regularization for the embedded space reduces to the
problem of findingX*. For some symmetric space such as the sphere and torus, such coordinate
matrices have been explicitly constructed. In the matrix model formulation of string thexies,
are treated as dynamical variables and their path integral is considered to realize various regularized
configurations of strings or membranes.

The simplest example of the embedded matrix geometry is the fuzzy sphere. The ordinary
unit sphere embedded R? is described by the embedding functioyt u = 1,2,3) satisfying

1The condition[[Z]) says that any polynomial of the forgy” ..., whose degree does not depend\yris mapped
to the matrix polynomiaXHX".... Also the condition[[.d implies thatX# become mutually commuting. So if one
ignores terms o&’(1/N), WHY (X) can be defined a&/HV (y) with y# replaced withX# under some fixed ordering rule.



Matrix Geometry and Coherent States Goro Ishiki

yHyH = 1. The fuzzy sphere is defined by their imag€s= Ty (y*) given by

XHo 1 (u=1,2,3) (1.4)

NAN+1)

Here,LH is the representation matrix of tt8J(2) generators in the spii representation and it
satisfiedLH,L"] = ie"VPL, andL*L* = A(A +1)1. The normalization constant ilL@) is chosen
so thatX#XH* = 1. From theSU(2) Lie algebra and the fact th&¢"V(y) = {y*,y"} = eH"Py, is
satisfied for the standard Poisson brackeBrone can easily check thx# satisfies[L.3). One
can also construct the mapping for general functions on sphere. In general, a smooth flioction
& can be expanded by the spherical harmonics as

J; z FamYom(€2). (15)

where the harmonics are given by symmetric polynomialg'ais

J
Yim(Q) = Y i Yy, (1.6)

with c'm , constants. Let the image @L6) be

U

J
\(szlzj Im A XHLLXH (1.7)

Then, one can check that the equatidhd)(and [[.2) are satisfied for this mapping rule. What
is important here is that any function is replaced by a matrix with the matrix$ize2A\ + 1
and only a finite numberN?) of Y;m is needed to expand matrices with= 2A + 1. In fact,
{\?Jm\J =12..,N-1m=-J,-J+1,..,J} forms a complete basis &f x N matrices. Hence, a
natural UV cutoff is introduced to the angular momentum by the matrix size and this is the reason
why this procedure is called regularization. In contrast to the usual naive momentum cutoff scheme,
the cutoff given by the matrix size is compatible with symmetries in field theories such as the gauge
symmetry or the supersymmetry. This is because the regularized functioNs<adematrices and
they form a ring (i.e. closed under the matrix multiplication), while the functions with the naive
momentum cutoff do not. This is a great advantage of the matrix regularization.

A shortcoming of the matrix regularization is that once the functions are replaced by the matri-
ces, the original geometric information.gf becomes invisible at first sight. In the matrix models,
the theory is defined by the path integration over all possible configurations of the Hermitian ma-
trices X", In order to understand those configurations as some states of strings or membranes,
one needs a method of translating the matrix configurations into the usual differential geometric
language. The main purpose of our study is to find a new quantities in matrix models, by which
we can read off differential geometric information such as the shape of string worldsheet and the
geometric objects defined on it.

This problem can be seen as the inverse problem of the construction of the matrix regulariza-
tion. Namely, in our problem, a large-sequence of the Hermitian matricg&<*, ..., XP)IN € 1}
are given and we consider how to find the associated classical sgaamed how to construct the
geometric objects from the matrices. We assume that the given maxficase norm-bounded.
This condition is needed to define some geometric objBits [
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2. Classical limit of matrix geometry

2.1 Classical space

A reasonable way to associate a classical space with the given sed@nice., XP)|N € 1}
is provided by the coherent states. Let us recall the noncommutative plane (quantum mechanics),
where the coordinate operators satisfy the canonical commutation relg¢foX?] =i6. In this
case the classical space, which should be a plane, can be defined as a set of all canonical coherent
states. The coherent states are those which have minimal wave packets and their wave packets
shrink to points in the classical limét — . So they are the most natural analogue of the points on
the classical space. It is easy to imagine that such minimal wave packet can exist everywhere on
the classical space and in fact the coherent states are labelled by points on the classical phase space
(p,q) € R2. The classical space can then be reconstructed as a set of all coherent states.

It is also possible to find the similar construction for the fuzzy sphere. The so-called Bloch
coherent states, which minimize the squared sum of the standard deviations of the coordinate ma-
trices, are in one-to-one correspondence with the points on the sphere.

In this way, at least in those specific examples, the classical spaces can be reconstructed from
the given matrices as a set of the coherent states. In order to generalize this construction to more
general cases, we first extract some common features of the canonical and Bloch coherent states
[B]. Firstly, we note that the both coherent states are the ground states of the Hamiltonians of the
form,

Hy) = (XK —y#1)2
wherey!(u = 1,2,...,D) are real parameters afl= 2, 3 for the noncommutative plane and the
fuzzy sphere, respectively.

Secondly, the classical spaces are given by the loci of zeros of the ground stateE&jigrgy
of H(y) in the classical limit. One can understand this as follows. The ground state energy of the
Hamiltonian can be written as

(2.1)

Eoly) = 5(BXH)

whereAXH is the standard deviation of the coordinate operator andX#¢ is the expectation
value for the ground state. Whé&j(y) is vanishing, botlAX* and(X*) — y* are vanishing. From
this, it follows that the ground state energy vanishes if and only if there exists a wave packet which
shrinks to the point.

This description can be generalized to more general cEedNamely, for a given matri-
ces,{(X1,...,XP)|N € I}, we first define the Hamiltonian bZ{l) and then define the associated
classical space by

2(0xk) g, 22)

M ={yeRP|f(y) =0}, (2.3)
where the functiorf (y) is the largeN limit of the ground state energy,
f(y) = lim Eo(y). (2.4)
N—o00

Since the functionf (y) is in principle computable from the given matrices, the definitBr3)(
gives a practical method of finding the classical space form the matrices.
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For generic matrices, the classical space defindd.B) would be a non-manifold or an empty
set. However, an interesting situation relevant to the string or M-theory is the case in which the
classical space forms a smooth manifold. So in the following, we assume thaNwbenfficiently
large the ground state energy is differentiable ngérso that # is a smooth manifold.

In the string theory, one can find the origin of the Hamiltoni@dl) in some systems with
D-branes. The hamiltonian is just the Laplacian for the massless bosonic modes of the open strings
connecting a probe brane with the target D-braf@9[{] or it can also be seen as the tachyon
potential for non-BPS D-brane systeri@

2.2 Tangent space

Most theories of modern differential geometry are based on the notion of the tangent space.
In order to develop differential geometry o#’, here we define the tangent space#fin terms
of the given matrices. At each poipt .7, we can consideD-dimensional vectord (y) in RP.
There must exist a projection operator from those vectors to the tangent vectafs\We find that
the projection operator is given b

guvzévu_d“dvf(y)? (2-5)

where we raise and lower tlizdimensional indices by the Kronecker delta (the flat metric on the
target space), so that' = g,. The tangent vectors are characterized by the equation,

gHVA” = AR (2.6)

Note that in principle the derivatives ¢fy) (and hencej,,) can be computed from the given
matrices by using the perturbation theory. For a sufficiently small veétdhe Hamiltonian varies
byH(y+¢&)=H(y)+&-(y—X)+ %32. The deviation of the ground state energy can be computed
by treating the terms with* as the perturbative correction. The lafgéimits of those correction
terms for the ground state energy give the derivative§(gf. More specifically, if we introduce
the eigenstates &1 (y) by

H(y)[n,y) = Ea(y)In,y), (2.7)

the projection operator can also be written as

u
gy (y) =2 lim Rel0YIXHn.Y) (0 yIX[0.Y)

> Eay) — Eoly) (2.8)

This relation directly connects the matrix elements to the geometric obg#et} through the
formula in the perturbation theory of quantum mechanics.

3. Geometric objects

In this section, we propose a description of the metric, connection, curvature and Poisson
tensor on# in terms of the given matrices.
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Metric

The metric is a positive, symmetric and non-degenerate tenso#orSince .8 satisfies
these properties on the tangent vectpitsgives the metric on#. This is the induced metric on
M.

For the case of fuzzy sphefg.g) with the unit radius, it is given by

U
oy ly) = |§| (6&‘ - yy‘y;) . (3.1)

This is indeed a projection to the tangent vectors on the unit sphere (i.¢y| ferl) and hence
gives a metric or&’. If one use the standard polar coordinatesSdrwhich solve(y#)? = 1, one
finds that it gives the standard metric h ds> = g, dy*dy’ = d62 + sir® 8d¢?.

Levi-Civita connection

Let AH(y) andBH(y) be two tangent vectors gsatisfying 2.8). Then, we define the following
linear covariant derivative:

(OgA)H =BY(9 A +T1,AP). (3.2)

We choose the connectidﬂﬁp in such a way that the image Of is again a tangent vector, namely,
g"y(0OsA)Y = (OsA)H . We find a solution as

M = (0497 £)(0,0,0, 1). (3.3)

We also find that this choice preserves the metric, so it defines the Levi-Civita connection associated
with g#,. The connectiond3 can also be directly computed from the given matrices, since the
second and the third derivatives bare computable using the perturbation theory.

Curvature
Let A¥,B* andCH be tangent vectors am”. The curvature tensor is defined as usual by
R(Aa B)C = [DA; DB]C - D[A7B]C7 (34)
where A, B] is the Lie bracket of the vector fieldf, BJ# = AY9,B# — BYd,A*. Note that this
is also an tangent vector satisfyiri@g8. If we write (R(A,B)C)" = A"BPCoRH,,,, then each
component of the curvature is given by

(R(A,B)C)* = AVBPC? { (00,0 f)(0p050) f) — (0 0p0) f)(0v050) f) } . (3.5)

Again, the formulae in perturbation theory directly relate the curvature with the given matrix ele-
ments.

2More preciselyguy = dupg®y satisfies the properties.
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Poisson tensor

Let us consider th® x D real antisymmetric matrix defined for eaghk .# as
WHY(y) =i lim on(0,y[[XH, X"][0,y), (3.6)
—00

wherecy is a positive constant depending Binwhich makedVHY nonvanishing. One can prove
that [3.9) gives a Poisson tensor aw [[§. Namely, it is a tangent bivector an” satisfying
g"yW"'P = WHP and the Poisson bracket defined {fy, g} = WH¥(d,, T)(d,0) satisfies the Jacobi
identity.

4. Summary and discussions

We proposed a new construction of the classical limit of the matrix geometry described by
a sequence dd Hermitian matrices{(Xl(N), e ,XéN))\N € 1}. We used the Hamiltoniai®(J) to
describe its classical limit. The classical spagéis given by the loci of zeros of the ground state
energy in the larg®N limit as 2.3. When.# is a smooth manifold (more precisely, when the
ground state energy is smooth around the loci of its zeros in a sufficientlyNarggion), we also
found an appropriate description of the tangent spaceZof The tensor[Z.8) gives a projection
from the vectors irR° to the tangent vectors amZ. We also proposed the description of some
geometric objects o7 such as the metric, Levi-Civita connection, curvature and Poisson tensor.

Our definitions of the geometric objects as well.&s itself are invariant under the (N)
transformation given byx* — UTXHU, which is the gauge transformation in the context of the
matrix models. So they provide a new class of observables in the matrix models, which enables us
to extract geometric information of the matrix-regularized strings or membranes.

These observables can also be defined in higher dimensional gauge theories. We consider it
very interesting if the emergent geometry in the gauge/gravity correspondence are indeed visualized
by using those observables.
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