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Precise top mass determination using lepton
distribution at LHC
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We present a new method to measure a theoretically well-defined mass of the top quark at the
LHC. This method uses lepton energy distribution and has a boost-invariant nature. We perform a
simulation analysis of the top mass reconstruction with this method for tt → lepton+jets channel
at the leading order. We estimate several major uncertainties in the top mass determination and
find that they are under good control.
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1. Introduction

The top quark mass appears in a variety of discussions, as an important input parameter to
perturbative predictions within and beyond the Standard Model (SM). Well-known examples are
electroweak precision fits [1] and evaluation of the SM vacuum stability [2]. To reduce errors in
these predictions, an accurate value of the top quark mass is desired.

The top quark mass has been measured at the Tevatron and LHC using kinematic distributions
of tt decay products. Their recent combined result is 173.34±0.76 GeV [3]. However, it has been
a problem that the measured mass is not well-defined in perturbative QCD. The reason is that the-
oretical descriptions for the kinematic distributions of jets, which are implemented in Monte-Carlo
(MC) simulations, rely on approximations and phenomenological models with tuned parameters.
In this sense, the measured mass is often referred to as “MC mass” and should be distinguished
from theoretically well-defined masses such as the pole mass and the MS mass.

The pole mass is defined as the pole position of the top quark propagator in perturbation the-
ory. Reflecting the fact that there is no pole in the propagator in non-perturbative QCD, the quark
pole mass is sensitive to infrared physics and exhibits bad convergence properties in perturbative
expansions. It is known that this difficulty can be avoided by using short-distance masses repre-
sented by the MS mass. The relation between the pole mass and the MS mass is known up to
four-loop order in QCD [4]. The pole and MS masses have been determined at the Tevatron and
LHC mainly from tt cross section measurements. The present accuracy of the top quark pole mass
is around 2 GeV [5], which is even larger than that of the above MC mass measurements.

This situation demands a more precise determination of a theoretically well-defined top quark
mass. With the aim of determining the top quark pole mass and the MS mass accurately at the LHC,
we present a new method to measure the top mass. This method uses lepton energy distribution and
is called “weight function method.” We perform a simulation analysis of the top mass reconstruc-
tion with this method at the leading order. This analysis will be a basis for further investigations
with higher-order QCD and other corrections included.

2. Weight function method

The weight function method was first proposed in Ref. [6] as a new method for reconstructing
a parent particle mass, and applied to top mass reconstruction at the LHC in Ref. [7]. This method
has two features: uses only lepton energy distribution and has a boost-invariant nature. The former
allows extraction of a theoretically well-defined top quark mass. The latter reduces uncertainties
related to top quark velocity distribution.

Using the top decay process t → b`ν , the top quark mass can be reconstructed only from lepton
energy distribution D(E`). The procedure for the top mass reconstruction with the weight function
method is as follows.

1. Compute a weight function given by

W (E`,m) =
∫

dE D0(E;m)
1

EE`
(odd fn. of ρ)

∣∣∣∣
ρ = ln E`

E

, (2.1)
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Figure 1: Reconstructed top quark mass as a
function of the input mass. Weight functions
used in this analysis correspond to n = 2, 3, 5
and 15 in Eq. (3.1). The blue line shows mrec

t =
minput

t .

Signal stat. error 0.4

Factorization scale (signal)
+1.5
−1.4

PDF (signal) 0.6

Jet energy scale (signal)
+0.2
−0.0

Background stat. error 0.4

Table 1: Estimates of uncertainties in GeV
from several sources in the top mass reconstruc-
tion. Results for the weight function with n = 2
are shown. The signal statistical error is for
100 fb−1 and for the sum of the lepton(e,µ)+jets
events. The background statistical error is also
for 100 fb−1.

where D0(E;m) is the normalized lepton energy distribution in the rest frame of the top
quark with the mass m. With (odd fn. of ρ) in Eq. (2.1), we mean that any odd function
works fine for the method. Thus you may choose an arbitrary odd function as you like. After
substituting ln(E`/E) for ρ and integrating with respect to E, the W is a function of E` and
m.

2. With the above weight function W (E`,m), perform a weighted integration of D(E`):

I(m) ≡
∫

dE` D(E`)W (E`,m) . (2.2)

3. The value of m that nullifies the I(m) function represents the reconstructed mass:

I(m = mrec) = 0 . (2.3)

Note that the function W (E`,m) can be computed theoretically and the definition of the recon-
structed mass corresponds to that of m which you used in the calculation of the D0(E;m) in step 1.
The method is based on two assumptions that the top quarks are longitudinally unpolarized1 and
on-shell. Deviations from these assumptions should be incorporated as corrections.

3. Simulation analysis

In order to estimate experimental viability of the top mass reconstruction with the weight
function method at the LHC, we perform a simulation analysis at the leading order, taking into
account effects of detector acceptance, event selection cuts and background contributions. We
generate tt → µ+jets events for the signal process. For the background events, we consider other
tt, W+jets, Wbb+jets and single-top production processes. The center of mass energy of the LHC
is assumed to be

√
s = 14 TeV. We choose for the odd function of ρ in Eq. (2.1)

(odd fn. of ρ) = n tanh(nρ)/cosh(nρ) , (3.1)
1The longitudinal polarization of the top quarks produced in tt pair at the LHC is at sub-percent level [8].
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with n = 2, 3, 5 and 15. See Ref. [7] for further details of the setup of this analysis.
The lepton energy distribution D(E`) is deformed by various experimental effects. In Ref. [7]

we examined various possible sources of such experimental effects and presented a way to cope
with them. In particular, lepton cuts cause severe effects and we devised a method to solve this
problem. Fig. 1 shows the reconstructed mass as a function of the input top mass to the simulation
events. The reconstructed masses are consistent with the input masses taking into account MC
statistical errors and effects of the top width in this analysis. In Table 1 we show estimates of
uncertainties from several sources in the top mass determination. The dominant source in this
estimates is the uncertainty associated with factorization scale dependence. Although the method
originally had a boost-invariant nature, due to experimental effects this nature is partly spoiled. This
results in the scale uncertainty as well as the PDF uncertainty. These uncertainties are expected to
be reduced by including next-to-leading order corrections in this method.
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