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1. Introduction

Any progress in the quest to understand the fundamental laws of Nature relies both on accu-
rate measurements and on precise theoretical calculations. In particular, in order to fully exploit the
physics potential of the LHC requires a detailed understanding of QCD, such that the experimental
data can be confronted with highly precise theory predictions. One way in which the precision
of the QCD predictions can be improved is by computing exact higher-order perturbative correc-
tions to physical observables. However, when calculating QCD predictions beyond leading order
(LO), one must face — in addition to other challenges — the problem of infrared (IR) singulari-
ties. Although these singularities cancel between the various contributions to IR-safe observables,
nevertheless their presence in intermediate stages of the computation prevents the straightforward
numerical implementation of QCD perturbation theory in specific processes.

Traditionally, at next-to-leading order (NLO) accuracy, a subtraction scheme was used to han-
dle the problem of IR singularities. Indeed, the NLO correction to a generic m-jet observable J is a
sum of two pieces, the real emission and virtual contributions,

o0 = dq§+1Jm+1+/ do, Jn , (1.1)
m+1 m

where J,, denotes the value of J evaluated on an n-parton final state. In eq. (1.1), both contributions
are divergent in d = 4 dimensions, however their sum is finite. The essential idea of a subtraction

. . . R,A
scheme is to use an approximate cross section, do, ’, '

i1 » t0 redistribute IR divergences between the

real and virtual contributions,

oNLO _ / |:d6n§+1-]m+l _dGEli_AllJm] +/ [do){—l— /dqifll] N/ (1.2)
St d=4 Jm /1 d=4

such that both the m + 1 and m parton contributions become finite in d = 4. Then the phase space
integrals may be performed using standard numerical techniques in four dimensions. At NLO
accuracy, several ways of constructing the approximate cross section are available [1]. These are
all based on the known universal factorization properties of QCD matrix elements in IR limits and
they share several key features:

1. The subtraction terms are defined completely explicitly for arbitrary processes and include
all degrees of freedom (momentum, spin, color and flavor).

2. These algorithms produce fully differential results in four dimensions, so arbitrary detector
cuts can be applied.

3. The subtraction terms are completely local over the phase space of real emission, including
all color and spin correlations in IR limits.

4. The poles of the integrated subtraction terms can be computed analytically once and for all
and can be shown to cancel the IR poles of the virtual contribution exactly.

However, despite the fact that the universal factorization formulae for QCD matrix elements
in all IR limits relevant at next-to-next-to-leading order (NNLO) have been known for a while [2],
it proved to be rather difficult to arrive at an NNLO computational scheme with all the desired
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properties in points 1-4. Hence several approaches were pursued [3] where one or more of these
points were given up in favor of an easier construction. It is nevertheless possible to build a com-
pletely local subtraction scheme for fully differential calculations at NNLO accuracy starting from
QCD IR-limit formulae. In this contribution, we present such a solution, the CoLoRFuINNLO
(Completely Local subtRactions for Fully differential predictions at NNLO) method and apply our
scheme to the computation of event shapes in electron-positron annihilation at NNLO accuracy.

2. The CoLoRFulNNLO method

Recall that the NNLO correction to some generic m-jet cross section specified by the jet func-
tion J is a sum of the double real emission contribution (RR), the one-loop virtual contribution with
one extra emission (RV) and the two-loop double virtual contribution (VV),

MO = [ dopB Jyia+ [ dONY Sy + / doy VT 2.1)
m+2 m+1

All of these contributions are separately divergent in d = 4 dimensions due to the presence of IR
singularities. As at NLO, the essential idea is to use approximate cross sections to rearrange these
singularities between the three contributions in eq.(2.1). In the CoLoRFuINNLO method, this
rearrangement is as follows,

o NNLO _ / . GINLO 4 / dgNNLO / dg\NLO. 2.2)
m
where
doNNLO _ {dc R s —doRRs2 ), — [dc;jﬁ; = da,s_ﬁ;lzjm]} | 2.3)
d=4

daNNLO_H +/d jﬁ;‘} il — [ ,‘:‘j{*‘+</d n‘jﬁf) ]Jm}d R 2.4)

010 = {aat¥+ [ laotts —aote| + [ Jaotti o ( [ackii )M s
d=4

Equation (2.3) above includes the RR contribution which is singular whenever one or two
partons become unresolved. From this we subtract the approximate cross section dG 2 which
regularizes the RR matrix element in all double unresolved limits. The difference however is still
singular as one parton becomes unresolved and requires regularization. To that end, we subtract the
approximate cross sections dG Al and dGRR M2 ]t can be shown [4] that with these subtractions,

the regularized RR contribution dGNNLO

is integrable over the m 4 2 parton phase space in four
dimensions whenever J defines an IR-safe observable.

Turning to eq. (2.4), it contains the RV contribution which describes the emission of one addi-
tional parton at one-loop. The real-virtual matrix element contains both explicit one-loop € poles as

well as singularities when the additional parton is unresolved. The explicit IR singularities are the

R.A;
m+2

the € poles cancel in the sum of the first two terms in eq. (2.4). However, this sum is still singular in

same as those of the single unresolved approximate cross section do, in integrated form and

the single unresolved regions of phase space. In order to regularize these singularities, we subtract
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A
G,];X’IAI and (dGEE’ZAI ', It can be shown [5] that the sum of these

last two approximate cross sections does not contain explicit € poles and that the regularized RV

the approximate cross sections d

contribution in eq. (2.4) is integrable over the m + 1 parton phase space in four dimensions for any
IR-safe jet function.

Finally, the VV contribution to the NNLO correction appears in eq. (2.5). This term does not
lead to divergent phase space integrals (provided the observable is IR-safe), but it does contain
explicit two-loop € poles. These are cancelled by the sum of the four integrated approximate cross
sections which we have not yet added back to eq. (2.4), and which are shown in eq. (2.5).

The approximate cross sections that appear in egs. (2.3)—(2.5) are defined explicitly by using
the core concepts that underlie the general constructions at NLO accuracy: 1) the known factoriza-
tion properties of QCD matrix elements in the IR limits and ii) momentum mappings which lead to
the exact factorization of phase space and thus allow for integrating over the unresolved momenta
independently of the jet function. These cornerstones of the construction must be supplemented
at NNLO by iii) a process-independent way of disentangling the overlapping singularities among
both the various double unresolved limits as well as among the single and double unresolved limits.
Clearly this third point is irrelevant at NLO where double unresolved singularities are not present.

As stated before, the factorization properties of QCD matrix elements in all IR limits relevant
at NNLO have been known for some time. Even so, the implementation of the second and third
points above poses a major challenge. In particular, the structure of overlaps of the various single
and double unresolved limits is complicated and disentangling them is highly non-trivial. We pre-
sented a first solution to this problem at NNLO in [6], as well as a much more general solution,
applicable in principle to any order in perturbation theory in [7]. We used these constructions to
define approximate matrix elements which are free of double counting in all IR limits. However,
as they stand, such approximate matrix elements cannot be used as subtraction terms because they
are only well-defined in the strict soft and/or collinear limits. This is due to the fact that only in
the strict limits do the momenta which enter the reduced matrix elements in the IR factorization
formulae respect momentum conservation and the mass-shell conditions. Hence, in order to define
true subtraction terms, we must specify precisely the momenta which enter the factorized matrix
elements away from the strict limits. This is achieved by constructing mappings of sets of m + 2
and m 4 1 momenta into sets of m momenta in such a way that the mappings conserve momentum
and the mass-shell conditions and have the correct limiting behavior in the IR limits. Furthermore,
these mappings must lead to an exact factorization of phase space, and they must respect the deli-
cate structure of cancellations among the various approximate matrix elements in each IR singular
region. We presented such mappings along with the precise definitions of all double real emission
approximate cross sections that appear in eq. (2.3) in [4]. The exact definitions of all approximate
cross sections relevant to regularizing the real-virtual contribution in eq. (2.4) were given in [5].

We stress that our construction leads to completely local subtraction terms that properly take
all color and spin correlations into account in all singular limits. Hence, the m+ 2 and m+ 1 parton
phase space integrals in eqs. (2.3) and (2.4) converge in d = 4 dimensions and may be computed
with whatever numerical procedure is most convenient.

Finally, we must integrate the approximate cross sections over the phase space of the un-
resolved emission(s), and combine their integrated forms with the VV contribution as shown in



Completely local fully differential subtractions at NNLO Gébor Somogyi

eq. (2.5). Owing to the simultaneous factorization of both the phase space and approximate matrix
elements in all IR limits, this integration can be performed once and for all independently of the
specific process or observable. After performing the integration, as well as summing over the color
and flavor of the unobserved parton(s) — denoted symbolically by [, and [, in egs. (2.4) and (2.5)
for single and double unresolved emission, respectively — each integrated approximate cross sec-
tion can be written as a product (in color space) of a lower point cross section with a singular (in
€) insertion operator.

Computing the singular insertion operators explicitly is a laborious task that involves the eval-
uation of many cumbersome multi-dimensional phase space integrals [8]. We have expanded all of
these integrals in € and computed the poles of these Laurent expansions fully analytically. We have
also obtained analytic expressions for all finite terms that diverge logarithmically on the boundary
of the phase space, while the remaining finite regular terms were computed numerically. As the
poles of all integrated counterterms are known analytically, we can explicitly demonstrate the can-
cellation of the € poles in the regularized double virtual contribution of eq. (2.5). We have shown
this explicitly for the case of m =2 in [9], while the case of m = 3 was discussed in [10].

3. Event shapes in electron-positron annihilation

As an application of our method, we have computed predictions for event shape observables
in electron-positron annihilation at NNLO accuracy. By way of illustration, we present in figure 1
our results for the physical distributions as well as the perturbative NNLO coefficients for thrust,
C-parameter and the two-to-three jet transition variable y,3 in the Durham jet clustering algorithm.
The perturbative coefficients are defined by normalizing the result to the leading order cross section
for eTe~ — hadrons, oy,

ldo o

500 = 25 M0)+ (&)ZB(O) + (%)30(0) +0(a). 3.0

2 2

These particular event shapes have been computed at NNLO accuracy before in [11] and [12].
Therefore in figure 1 we present also the comparison of our predictions to the previously published
ones!. We find quite good agreement with the predictions of SW and reasonably good agreement
with those of GGGH, except for very small and large values of the event shapes, however the precise
comparison to the GGGH predictions is hampered by the somewhat large integration uncertainties
and bin-to-bin fluctuations of those results. Regarding the deviations of the predictions for large
values of event shapes, we note that these appear in regions where the contributions from three
particle final states vanish (e.g., T=1—7T > 1/3 and Cpyr > 3/4). Thus the distributions are
determined by NLO corrections to four parton final states which have been known for a long time
[13] and can be computed also with modern automated tools. We have checked that our predictions
agree perfectly with those of MadGraph5_aMC@NLO [14] in these regions. We have also checked
that our results agree with the resummed predictions of SCET [15] expanded to O(c) for small
values of event shapes. Finally, we note that we observe a very good numerical convergence of our
method at NNLO. The relative statistical uncertainties of our NNLO predictions are shown as gray

!In the figure we compare to updated but unpublished results from both [11] and [12]. We are grateful to G. Heinrich
and S. Weinzierl for providing these predictions for us.
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Figure 1: Left: perturbative predictions for thrust, C-parameter and the two-to-three jet transition variable
¥23 in the Durham jet clustering algorithm at LO, NLO and NNLO accuracy. The bands represent the
dependence on the renormalization scale corresponding to the range &g = 1/ \/@ € [0.5,2]. The lower
panels show the ratio of the predictions of [11] (GGGH) and [12] (SW) to CoLoRFuINNLO, the red bands
show the relative scale uncertainty. Right: predictions for the OC(O) coefficients for the same observables.
The lower panels are as before, but the gray bands show the relative statistical uncertainties of our predictions
due to Monte Carlo integrations.
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bands on the lower panels of the right hand side plots in figure 1, while the scattered error bars
represent the statistical uncertainties of the other two predictions.

Our method and code allow us to compute any IR-safe observable in e"e™ — 3 jets at NNLO
accuracy. Here we show two examples of event shapes that have not been computed to this accuracy
previously: energy-energy correlation (EEC) and oblateness. In figure 2 we present our physical

predictions for these observables at LO, NLO and NNLO accuracy. We again observe a very
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Figure 2: Physical predictions for energy-energy correlation (left) and oblateness (right) at LO, NLO and
NNLO accuracy. Bands represent the uncertainty due to scale variation in the range &g € [0.5,2].

good numerical convergence of our code: the relative statistical uncertainties due to Monte Carlo
integrations are shown as error bars around the line at one on the lower panels of the plots in the
figure. In order to be able to better appreciate the impact of the NNLO corrections, we present in
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Figure 3: Distributions of the NNLO coefficients for energy-energy correlation (left) and oblateness (right).
The error bars represent the statistical uncertainties of the Monte Carlo integrations.

figure 3 the distributions of the NNLO coefficients for EEC and oblateness. We observe that the
NNLO corrections enhance the EEC distribution almost uniformly, while they slightly lower and
also slightly modify the shape of the oblateness distribution.

4. Conclusions

We presented the CoOLoRFuINNLO method for computing jet cross sections at NNLO accu-
racy. We also discussed the application of our method to the computation of event shape observ-



Completely local fully differential subtractions at NNLO Gébor Somogyi

ables in electron-positron annihilation into three jets. We found good agreement with previous

results when available. We also showed predictions for the distributions of energy-energy cor-
relation and oblateness at NNLO, which were obtained for the first time with this method. We
found a very good numerical convergence of our method and code for all observables considered.

The CoLoRFulNNLO method is fully worked out for processes with colorless initial states. The

generalization to hadronic initial states is work in progress.
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