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It  is  important  to segment and track  objects automatically in many monitoring applications.
When the objects as monitored are close each other, however, it is challenging to segment each
object  from the  touching  group.  Especially,  if  the  number  of  touching objects  is  large,  the
segmentation accuracy degrades significantly.  In this  paper, we propose  a  method of  reducing
the number of touching objects which should be separated. We first detect objects by using the
color information and then extract the motion information of a touching group by using GMM.
By excluding the non-moving objects from the touching group, we can reduce the number of
touching objects which should be separated. The experimental results show that  the proposed
method  can  exclude  the  non-moving  objects  from  a  touching  group  and  thus  make  the
segmentation problem of touching objects liable to be solved.
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1. Introduction

The object segmentation is very important in many monitoring applications[1,2]., that is,
regions of an object segmentation should be uniform and homogeneous with respect to some
characteristics (i.e., each region corresponds to each object) so that each object can be identified
individually in the monitoring  application. Especially, the object tracking in a crowded scene
requires  accurate  segmentation  results[3,4].  One  of  the  most  widely-used  segmentation
techniques  is  a  region  growing method such as  watershed [5-8];  however,  it  is  difficult  to
separate objects which are close each other with the segmentation methods by using the region
growing[9,10]. This paper is to develop a new segmentation method to separate the touching
objects by using motion information extracted from the input video.

In this study, we  assume the livestock  monitoring environment  with ICT techniques[11-
15]. In particular,  when the number of monitored objects increases, the tracking accuracy in a
crowded scene degrades significantly with the increased probability of touching objects[16-18].
In order to solve this problem, we propose a method of reducing the number of touching objects
which should be separated. We  first  detect  the objects by using  color  information and then
extract the motion information of a touching group by using Gaussian Mixture Model (GMM)
[19,20]. By excluding non-moving objects from the touching group, we can reduce the number
of touching objects which should be separated. To the best of our knowledge, it is the first report
in  respect  of  segmenting  the  touching  objects  by using  motion  information  extracted  with
GMM. Based on the experimental results with OpenCV GMM[21], the proposed method  can
exclude  non-moving  objects  from  a  touching  group,  and  thus  make  the  complicated
segmentation problem  of  touching objects  liable  to  be solved  (i.e.,  the  number  of  touching
objects to be separated is reduced) with known segmentation solutions such as [22].

The remainder of this paper is organized as follows. Section 2 presents related works with
the  object  segmentation; Section  3  explains  the  proposed  method  for  simplifying  the
complicated object segmentation problem by using motion information; Section 4 presents our
experimental results; and Section 5 provides a summary of this study.

2. Related Works

One of the generally used technique for detecting and tracking individual objects in the
stream video data is the method by using frame difference[19,20]. This technique can detect and
track objects which are apart from other objects based on the difference of pixels in continuous
frames; however, the tracking problem comes up in a way that it mistakes multiple objects for a
single object when the images contain two objects or more in close proximity to each other.
According to the issue, studies on the automatic separation technique of adjoining objects is on
the way briskly.

Various approaches regarding segmentation have been published such as the human cell
segmentation  algorithm  for  cell  counting  and  the  animal  segmentation  algorithm for
understanding animal’s  behavior[6.8,17,18,22]. Also,  the  study of  analyzing  active  mass  by
tracking athletes at a field house and the research regarding the children’s behavior by tracking
children’s movement at a kindergarten have been conducted [23,24]; however, the segmentation
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problem becomes  difficult  when  the  number  of  touching  objects  is  large.  For  the  sake  of
accurate segmentation, we need an efficient solution for this complicated segmentation problem.

3. Segmentation of Touching Objects

3.1 Overview of the Proposed Method

In this study, we propose a method to simplify a complicated problem which is to separate
touching objects  for  precise  tracking by using the motion information.  We first  convert  the
image in RGB to HSV (Hue Saturation Value) color space, and then binarize the image in order
to separate objects from background. We gain motion information from the HSV binary image
by applying GMM, and detect moving objects through the information. That is, we exclude non-
moving objects from the motion information. If the detected area of moving objects is larger
than single object area, we consider the moving objects as a touching group to be separated.

3.2 Background Subtraction

The indoor scenes contain some shadows cast by objects and other noise due to  influence
of the room lighting. In particular, the size of a shadow is similar to the size of an object, and
thus the tracking systems misidentify a single object as two objects due to such noise. In order
to solve the misidentification problem, we first transform the image in RGB to HSV color space
and adjust the HSV value to eliminate noises such as shadows. Then, we binarize the image to
detect objects and subtract background. After performing image binarization, we can obtain the
object detection result which is separated from background.

3.3 Motion Information by Using GMM

We apply Gaussian Mixture Model (GMM) on the HSV binary image in order to detect the
object’s behavior and gain the motion information. The OpenCV GMM subtracts background by
using  background  model.  To  determine  the  object’s  motion  by  using  GMM,  the  learning
background and establishing background model is important. The background does not mean
the background mentioned in 3.2, but the immovable components for a series of frames. The
background model is formed by using each pixel modeled in reference to previous continuous
frames.

After the background model is established, we separate the moving objects from the image
based on the background model. We gain motion information by the GMM results and detect
moving  objects.  The  motion  information  includes  partial-moving  objects  and  full-moving
objects. The GMM results eliminate non-moving objects from entire objects, but we identify
partial-moving objects with non-moving objects. Accordingly, we count the number of pixels of
the detected objects to calculate the size and extract only moving objects based on the size of
the object. We set the threshold value based on the size of a single object and eliminate the
detected objects when the size of which is smaller than the threshold value. In this way, partial-
moving objects  are  eliminated  from the  motion  information.  In  addition,  if  the  size  of  the
moving objects detected area is greater than the threshold value, we determine that multiple
moving objects are close each other. In other words, the moving objects as detected are in the
touching group; however, the GMM results show the potential of misidentifying the entire body
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of  corresponding  object,  and  thus we  perform  the  logical  AND  operation  between  the
background of  the touching group and that  of  the  corresponding preprocessed image.  After
performing  the  logical  AND  operation,  the  foreground  touching  group  which  should  be
separated is extracted.

4. Experimental Results

In  this paper,  we  conducted  experiments  of  object  segmentation  in  a  pig monitoring
application. We set up a camera at 4m above on the floor to monitor a pig room and obtained a
video of 640 480 pixels through the camera. To eliminate some noise, we adjusted the value of
HSV color space from image data and generated the HSV binary image as shown in Fig. 1. We
can see many touching groups in the HSV binary image. In order to compare segmentation
results, we used watershed, one of the generally used segmentation techniques. Fig. 2 shows a
segmentation  result  by applying  the  watershed  to  the  HSV binary image.  On  the  basis  of
observation, we can find that some touching groups cannot be segmented correctly.

                  

Figure 1: Object Detection Result by Using       Figure 2: Segmentation Result by Using
HSV Color Information.                                           Watershed on the HSV Binary Image.

After  generating  the  HSV binary image,  we extracted the  moving pig  areas  based on
motion information which was obtained by applying GMM to the HSV binary image. Fig. 3
shows the detected moving pigs. We could find some small fragments in Fig. 3. These fragments
were observed when a pig moved only a part of its body, and thus we regarded them as non-
moving pigs.  In  the  GMM result,  the  size  of  a  partial  body moving  was  smaller  than  the
threshold value representing the size of a single pig, and thus we obtained the required motion
information in separating the moving pigs from the touching group. Finally, we performed the
logical AND operation between the background of the minimum rectangle including the moving
pigs detected (the red box shown in Fig. 3) and that of the corresponding HSV binary image.
After performing the logical AND operation, we could extract the final touching group which
should be separated.
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Figure 3: The Motion Detection Result from Using GMM. The red box shows a touching group
consisting of moving objects.

The touching pig separation problems become difficult when the number of touching pigs
increases; however, if we exploit the motion information, the non-moving pigs shown in the top
right corner of Fig. 1 do not need to be separated. In fact, the non-moving pigs were sleeping or
taking a rest, and did not need to be separated for tracking. In addition, the separation problem
of five touching pigs shown in the middle of Fig. 1 was converted into the separation problem of
two  touching  pigs  as  shown  in  Fig.  4.  In  other  words,  the  proposed  method  converted  a
complicated  segmentation  problem  into  a  manageable  problem  with  a  known  separation
algorithm such  as  [22]  by reducing  the  number  of  touching  pigs  to  separate.  That  is,  the
proposed method has the advantage of improving the segmentation accuracy significantly by
using the motion information. Fig. 5 shows the segmentation result of the final touching objects
in Fig. 4 by using the separation algorithm [22]. According to the result image, we confirmed
that  the  segmentation  by using the motion information simply separated moving objects  in
comparison  with  the  existing  segmentation  techniques  (i.e.,  the  segmentation  by using  the
watershed as shown in Fig. 2). Although we assumed a pig monitoring application, we believe
the proposed method can be applicable to the general object segmentation applications.

                  

Figure 4: The final touching objects which               Figure5: Segmentation of the Final
should be separated.                                                    Touching Objects.
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5. Conclusion

In this study, we proposed a method  of  reducing the number of touching objects which
should be separated from a touching group in a crowded scene. After detecting objects by using
the color information, we extracted the motion information of a touching group by using GMM.
With this motion information, we could exclude non-moving objects from the touching group.
The experimental results showed the proposed method could exclude non-moving objects and
thus improve the segmentation accuracy with the known segmentation solutions.
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