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1. Introduction to Lepton Flavour Violation and pu* — ey decay

The Lepton Flavour Violation (LFV) in the charged lepton teeds almost forbidden in the
Standard Model (SM), even including neutrino oscillatiamsl mixing [1]. Conversely, the major-
ity of New Physics models (NP) [2], particularly in view ofcent measurements of a larfg; at
reactor [3] and accelerator [4] experiments, predict dehbanching ratios#) for LFV reactions
asut™ — ey, uT — ete et andu~ — e~ conversion; for instance, the expected ut — ety)
ranges from~ 10714 to ~ 1012, The discovery of a LFV process would be a clear evidence for
NP, whereas improvements 48 Upper Limits (UL) would constitute significant constraiiots the
NP parameter space, complementary to those obtainablednt dearches at high energy colliders.
Here we show the final results of the first phase and the pdigpeof the upgrade of the MEG
experiment, which improved the world UL o (u™ — e"y) by a factor of 30 and can reach a
sensitivity covering a large fraction of the parameter spatowed for NP schemes.

2. The MEG experiment first phase: MEG |

The MEG experiment [5] at Paul Scherrer Institute (PSI) [6jsato search for thg™ — e’y
decay with a sensitivitye 1012 or better. Theu™ — ety signature for muons decaying at rest is
a back-to-back monoenergetic (82 MeV each) time-coincident'ey pair. Positron and pho-
ton candidates are searched for by looking at their ene(@igsEe), relative directions ey,
(pey)l and emission timetd,). The background has two components: the Radiative Muon De-
cay u — e"vev,y (RMD), whose rate, as that of the signal, is proportionalh® i stopping
frequencyR,, and the ACCidental Background (ACCB), given by the randammacidence of an
energetic & from the SM decayu™ — e"vev, (known as Michel decay) with & from RMD,
e"-e annihilation in flight or bremsstrahlung. The ACCB, whosteria proportional tdR,?, is
responsible for 93% of MEG events willy > 48 MeV. The RMD background in the MEG exper-
iment was measured using data collected in 2009 and 201thgetsults in agreement with the
SM predictions for & andy energy spectra and angular distributions and for the atescédite [7].

The first phase of the MEG experiment (MEG 1) used the RS surface muon beam line,
capable of delivering up to £Gtoppingu™ /s even if a lower intensity of 8 10’ u* /s was used
to take ACCB under control and avoid a worsening of the sigmatoise ratio. Surface muons
are produced with full polarizatiorP( = —1) and partially depolarized during the travel to fhe
stopping target, where their residual polarization wassuesl to bd>, = —0.86+0.05, in agree-
ment with expectations [8]. The™ beam was stopped in a 2Q&n thick plastic target, slanted by
~ 20° with respect to the beam axis, and thenergy, arrival time and first interaction point and the
e" track and timing were respectively measured by a Liquid XefioKe) detector, seen by 846
UV-sensitive photomultipliers (PMTs) submerged in theuitg and by a magnetic spectrometer
composed by 16 Drift Chambers (DCH) and a double-array ofiflation Timing Counters (TC).
The spectrometer was located inside a superconductinga@dl€COnstant Bending RAdius, CO-
BRA) whose magnetic field is arranged to sweep ous &ith small longitudinal momenta and to
make the & bending radius almost independent of the emission angle CIBRA magnetic field

199y = (11— Be) — 6y and @y = (T4 @) — @, 6 and @ being the polar angle and the azimuthal angle respectively,
taking the beam-axis asaxis.



Latest Results from MEG Fabrizio Cei

was measured with a Hall probe on a grid of 1 mm spaced poimtsanverted in a continuous
3-D function by a B-spline interpolation. The trigger systebased on FPGA technology, was
designed to reduce the trigger rate from several MHz tt0 Hz by means of fast estimates \of
energy, é-y relative timing and direction, with & 95% signal efficiency and a live time fraction
of ~ 99% [9]. The readout was performed by a custom-made chip (BmRing Sample, DRS),
with a maximum sampling speed of 5 GHz and 12 bit voltage idigibn [10]. The detector was
continuously monitored by a complex calibration systentemesively described in [11, 5, 12].

3. Data sample

The experiment collected data continuously in stable mopmionditions since 2009 for five
years. A first UL on%Z (u™ — e"y) was published in 2011 [13] based on the 2602010 data
sample and a much more significant one in 2013 [12], includitlsg the data collected in 2011.
Here we show the final results of MEG |, obtained by analyzhegfull dataset, corresponding to
~ 7.4 x 10'* positive muons stopped on target, a sample twice largerttizmsed for 2013 result.

4. Analysis procedure and results

The MEG analysis, described in detail in [13], is based onmlipation of a blind and a
maximum likelihood (ML) approach, applied in the analysegion defined by 48 Me\k E, <
58 MeV, 50 MeV< E. < 56 MeV, |tey| < 0.7 ns, |6e,| < 50 mrad and @, | < 50 mrad. We
call “time sidebands” the regions defined by 1ste,| < 4 ns, ‘E,-sideband” that defined by
40 MeV < E, < 48 MeV and “angle sidebands” those defined by 50 mrddy,| < 150 mrad or
50 mrad< |6ey| < 150 mrad. Positron and photon reconstruction are disclisstetail in [12].

The € track is reconstructed by using a Kalman filter track fittieghnique [14], supple-
mented by the GEANE package [15] for hit modelling, multipt&ttering and energy loss. The
track is propagated to the TC and the track fitting is iteedyivefined by including the timing
information. As a by-product, a parameter covariance maitnd a per-track error are extracted,
which are included in the MEG likelihood function. Tracksthvi> 7 hits and< 2 turns in the
spectrometer are retained for the analysis and a singleee event is selected by applying other
track quality cuts. The track is then back extrapolated ¢adnget to determine the evertex. The
resolutions on € energy, & polar angles and vertex coordinates [13] agg ~ (310— 330) keV
atEe = 5283 MeV, g, ~ (7—8) mrad® at @ = 0, gg, ~ (10— 11) mrad,0; ~ (1.5—2.0) mm
in the beam direction andy ~ (1.2 — 1.3) mm in the vertical direction. In the LXg detector the
y timing, first interaction point and total energy releaseragasured by looking at the pattern of
scintillation light detected by the PMTs near the incideosipon, at the leading edge times of the
PMT waveforms and at the total collected charge. Specialritigns are used to identify pile-up
events £ 15% of the total) and single out the individual contribugasf all y’s forming the pile-up
combination; the charge integration window can then bediested, improving the energy reso-
lution. They reconstruction efficiency, estimated by MC simulation areheured with 55 MeV
y's from r° decay, was~ 63%. They position, timing and energy resolutions were repeatedly

2The ranges here and later on take into account the yearbreliiftes caused by various factors (e.g. variable DCH
configurations and efficiencies).
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measured by using the charge exchange reactign— °n, followed by ther® decay in twoy’s,
whose energy can be selected tosb&5 MeV or ~ 83 MeV by placing an auxiliary detector (a
Nal or a BGO array) in back-to-back coincidence with the LXodmeter. Such resolutions are
respectively.oy ~ 5 mm on they entrance face and; ~ 6 mm along the radial deptlo; ~ 67 ps

on y timing andog /E ~ (1.7 — 2.4) % (depending on the event depth) on relative energy resolu-
tion. The energy scale stability was also continuously teoad [5] and re-adjusted to maintain
the overall spread within 1%. The resolutions on the redatiivections were determined by com-
bining the corresponding’eandy resolutions obtainingz 16 mrad forfe, and~ 9 mrad forg,.
The relative timee, was measured from the RMD peak observed inEjsideband above the flat
ACCB distribution obtainingd,, = 130+ 2 ps, with the most important contributions coming from
the uncertainties on‘etrack length £ 75 ps) and on TC~ 65 ps) and LXeA{ 67 ps) intrinsic time
resolutions. The position of the RMD-pedk (= 0) was stable within 15 ps during the whole data
taking period. The relative alignment between the DCHs vimained by looking at straight tracks
from cosmic muons and at curved &acks and comparing the measurements with an optical sur-
vey [5, 12]. The relative alignment between the LXe deteatut the spectrometer was determined
by looking at AIF events (see later) and at cosmic ray tracklout the magnetic field, with a
precision of~ 0.5 mm in the longitudinalz) direction. Finally, the position of the target relative to
the DCH system was determined by using optical alignmeihtigces and software tools. Several
cross marks on the target foil were monitored year by yedar witheodolite, providing estimated
accuracies of ® mm in direction orthogonal to the beam and & finm along the beam direction.
The target position was checked on a large sample of baclkagaded & tracks comparing the
reconstructed positions of a group of holes on the targéseiwith the nominal ones.

Our analysis algorithms were significantly improved [1Ggathe publication of 2013 results
[12]. First of all, we developed a technique to identify kgavhich cross the target twice, with
the first turn not correctly reconstructed (Missing FirstrTUMFT) events). When the first turn
is missed, the & track length and time of flight are underestimated, prody@nsome percent
inefficiency in the selection gi ™ — ey candidates. Fig. 1 (left) shows an example of how MFT
recovery algorithm works: a‘ewas originally reconstructed as a double-turn track, betNHFT
recovery algorithm identified a missing first turn and tHeteack was refitted and classified as a
triple-turn one. Theu™ — e'y selection efficiency improved by 4%. Secondly, we developed
a new algorithm to single out events whereaamnihilates in flight on ane(AlF events). Such
events can be identified by the presence of a track which s$toffe DCH system, in angular
correlation with ay line-of-flight drawn by the track end point (the AIF verter)the impact point
of ayin the LXe detector, as shown in Figure 1 (right). The idecaifion of AIF events produced a
1.1% signal inefficiency and a9% background reduction, an effect not so marginal as itaspe
since the rare AlF events produce the largest contributiahe upper side of thgenergy spectrum
and a single non identified AIF event can significantly worSenUL on % (u* — e"y). Third
(last, but not least) we measured a year-dependent shitb @pouple of mm) of the target position
along the beam axis and a continuous deformation of thettésgdf, possibly due to radiation
damage and plastic material deterioration. Because ofleimation the target planarity was lost
and the target surface was approximated by a paraboloidacsuand sampled with a fewm grid
by a 3-D FARO laser scanner [17]. The true and approximagetahapes are shown in Fig. 2.
These analysis refinements motivated the collaboratioepoocess the full dataset from scratch
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Figure 1: Left: the MFT recovery algorithm at work. The d@rack, originally reconstructed as a double-
turn one (magenta hits), is refitted and classified as a ttipletrack by the MFT recovery algorithm, which
identifies a track segment (the brown hits) as the missingtfira of this €. Right: example of an AIF
candidate event. The AIF vertex is indicated by a blue staible in the upper plot atx,y) = (—12,—21).
The AIF direction is indicated by a green arrow and yHae-of-flight by a magenta line. Note that green
arrow and magenta line nearly overlap, confirming the imggtion of this event as due to AlF.
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Figure 2: The FARO scan measurement (left) of the target shape andithégloid fit for 2013 (right). The
maximum discrepancies between the measurements and tfoxmpate shape are +0.2 mm, but most of
the events are concentrated in the central region of thettardpere the difference is much smaller.

and to check the consistency with previously publishedltesbtained on reduced samples.

The ML analysis is supplemented by a blind analysis proegdunere events with 48 MeX
E, < 58 MeV and\tey| < 1 ns are hidden until the Probability Density Functions (Bpfer the
likelihood function are finalized. Time, energy and angtiebands are used to optimize the anal-
ysis, study ACCB and extract the corresponding PDFs, whiged (S) and RMD events PDFs
are determined by using calibration data and measuredutes®. Two different types of PDFs
are extracted, one based on per-event errors, called pat-BDFs, and one based on event cathe-
gories (high and low quality tracking, deep or shallow egatgposition within the LXe detector
...), called constant PDFs. Per-event PDFs use relativar polgles6e, and ¢, independently,
while constant PDFs use the stereo angle differége Two analysis groups processed the data,
one with one set of PDFs and one with the other, and compaegdrésults. The per-event analy-
sis, which exploited the entire information, had a slighiétter sensitivity and is considered as the
official MEG analysis. All the PDFs were inserted in the gldbelihood function [16] which took
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into account the poissonian fluctuation of the total numbeavents and the sideband constraints
on the number of RMD and ACCB events and was modified to inctbdeyear dependent target
displacement and deformation in form of a nuisance parametgor. The number of S, RMD and
ACCB events in the analysis region and the year-by-yeamanais parameters were extracted by a
ML fit. The confidence interval and the UL on the number of S &vevere calculated by using
the Feldman-Cousins frequentist method [13, 18], with thmlpers of RMD and ACCB events
left free to fluctuate. The experimental sensitiviio was preliminarly evaluated by generating a
large sample of pseudo experiments (toy MCs) with 0 signeh&vand fitting them with the ML
algorithm. %y is defined as the median of the distribution of the 90% C.L. eiigsacted from the
toy MC ensemble. Events falling in the timing sidebands, ih® signal events can be present,
were also fit with the same technique, getting ULs in goodegent with.#9o. The normalization
factor to convert an UL on the number of S events into an UL%b(u™ — e"y) was computed
by counting the number of Michelés selected with a dedicated pre-scaled trigger or the numbe
of RMD events observed in the muon data and combining thertaigges. The two methods
exhibited a pretty good agreement, as shown in Figure 3.(I&fie combined uncertainty on the
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Figure 3: Left: the number of stopped muons on target calculated bytoogithe number of Michel or RMD
events and their weighted average year by year. Right: thative log-likelihood ratio\, as a function of
the signal branching ratio.

2 value was H%. Systematic uncertainties on PDF parameters and on hpati@n were taken
into account in the calculation of the confidence intervaiglbctuating the PDFs by the amount
of the uncertainties. Fig.4 shows the event distributionghe Ee, Ey) and (coDgy,tey) planes
for the MEG full dataset, together with the contours of theraged signal PDFs at 1, 1.64 and
2 0. We show in Fig. 5 the results of the ML fit for the full datas€D2— 2013: the best fit for
B (Ut — ety) was—2.2 x 10713, showing no evidence fqr* — ety events. The plots on the top
line and on the left and center bottom line show the distidingt of the five observablés,, Ee, E,,

Bey and @y, while the plot on the bottom right shows the distributiorRgf; variable, defined as the
logarithmic ratio of the S likelihood and of the backgrouit@lihood, a weighted average of RMD
and ACCB likelihoods. We performed also separate ML fits far previously published sample
(2009—2011) and for the data never analysed before (202Q13), getting for the former sample
a result statistically consistent with the previous onee Bhserved profile likelihood ratios as a
function of # for the full 2009— 2013 dataset, the 20092011 sample used in [12] analysis and
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Figure 4: Event distributions for the full dataset in thEe(E,) and (co®ey,tey) planes. In the figure on
the left (right) a selection dtey| < 0.244ns and ca®e, < —0.9996 with 90 % efficiency for each variable
(524MeV < E¢ < 55MeV and 51 MeV< E, < 55.5MeV with 90% and 74 % efficiencies fdé. andE,,
respectively) is applied. The signal PDF contours (1, 1ré#l20) are also shown.

Table 1: Best fit value &;'s), branching ratio Upper Limit#gg) and sensitivity (o) for three datasets:
full (2009— 2013) and partial ((2009 2011) and (2012 2013)) data samples.
Dataset PBiit X 103 PByo X 1013 Y90 X 103

2009—- 2011 -13 6.1 8.0
2012— 2013 —-55 7.9 8.2
2009—- 2013 —2.2 4.2 53

the 2012- 2013 (new data) dataset are shown in Fig. 3 (right). The lagt (%), UL at 90%
C.L. (B90) and .y for these samples are listed in TableZqg and.%y for the full 2009— 2013
dataset are respectively24x 1012 and 53 x 10-13. An independent ML fit based on constant
PDFs gave pretty consistent result®; and %q for the u* — ey decay were-2.5 x 10713
and 43 x 1013 in very good agreement with the per-event analysis. We shdvig. 6 (left) the
distribution of the relative stereo angiy, used in the constant PDF analysis instea@pfind @,
separately. The consistency between the two analyses wakezhon a large sample of toy MCs,
as shown in Fig. 6 (right). The final MEG result, published 018 [16], improved the previous
MEG UL [12] by a factor of 15 and the UL onZ (u™ — €e'y) set by past experiments by a factor
~ 30 [19].

5. The MEG upgrade: MEG I

The final result of MEG | represents a strong constraint oNBRIlimodels; however, it should
be advisable to push down the UL o#(u™ — €'y) by a further order of magnitude if this can
be obtained with moderate costs and on a short time-seaB(4 years). This requires a signif-
icant upgrade of MEG detector (called MEG II), with subsi@nte-designs of some parts of the
experiment, in order to overcome the limitations observedEG | and improve the performances
of various sub-detectors. This should result in a bettekdpaeind reduction and could allow to
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Figure 5: Results of ML fit for the 2009- 2013 dataset for the five observablig; Ee, Ey, 8ey andq.y. The
black dots are the data and the colour lines represent theilmaions extracted from the fit: RMD (red),
ACCB (purple) and total (blue), while the green hatcheddgstm represents the signal UL at 90% C.L.
magnified by 100. The plot on the right bottom shows the diistion of the relative signal likelihooBgg.

take advantage of a higher intensity muon beam (fronil8’ to 7 x 107 stoppingu™ /s) and of an
enlarged detector acceptance. A schematic view of the MEBtéctor is shown in Fig. 7 (left).

The most important and most challenging part of the upgradiee replacement of the MEG
| DCH system with a highly transparent (the amount of makéréversed by a 583 MeV €" cor-
responds te< 2 x 1072 Xg), 2 m long unique volume cylindrical drift chamber (CDCH)tlwa 2rt
azimuthal coverage and equipped withHl300 sense wires and 8000 field and guard wires. The
CDCH has g7 — 8)° stereo view angle and will be operated with a 85 : 15€igH10 gas mixture.
The advantages of this new detector with respect to the MEgrmented DCH system are higher
momentum and angular resolution and an about doubfeelffeciency: such better performances
come from the elimination of dead zones where this ean stop (for instance the plastic cathodic
frames of the DCH system), from the much larger number of oreasent points along the track
(~ 60 instead of- 10), from the much better coupling with the TC, located juslbly the cham-
ber frame, and from the elimination of the cathode foils fa¥z coordinate reconstruction, which
caused problems of low level signals and electric disclgargjhe expected single hit resolution on
the radial view (12Qum) and on thez coordinate £ 10 cm, measured by timing differences and
charge division on the wire ends) were verified with labaratoeasurements on several prototypes
by using cosmic rays and beam tests [21]. The ageing of thengdsre was also measured, with
the encouraging conclusions that the expected gain drapglthe MEG 1l DAQ time ¢ 40%)
can be corrected by a moderate increase of the HV. The champegsently in assembling phase
in the INFN Pisa and Lecce laboratories under controlledrenmental conditions.

The other major upgrades of MEG Il involve: a) a thinner ta(d40 um thickness), placed
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Figure 7: Left: schematic view of the MEG Il detector. Right: expecsesitivity of MEG upgrade as a
function of DAQ time. The MEG | final upper limit [16] is indited by a black arrow. Assuming 25 weeks
of data taking per year, we expect to reach a sensitivitybr- ey branching ratio of 4.3 x 1014,

at a 15 slant angle, to better substain the increagestopping rate; b) the replacement of the
LXe y detector inner face PMTs with an array of 4092 12 mit? mm UV-sensitive Silicon Pho-
tomultipliers (SiPM) to increase the granularity and thacfion of active surface coverage and
enhance the light collection efficiency, the pile-up rettcapability and the uniformity of the
detector response. A factor 2 improvement in energy andiposiesolution is expected, particu-
larly important for events where theconverts very close to the entrance window. Ttaetection
efficiency is also expected to increase %y % because of the smaller mass to be traversed by
y's entering the LXe detector. All SiPM are installed and untssting with LED light and ra-
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dioactive sources; c) a redesign of the LXe detector latwdids and a better placement of the
PMTs mounted on them to enlarge the acceptance and makegttiecdillection more uniform.
The PMT mounting is complete; d) the building of a new pixethT C, formed by 2-D arrays of
scintillator tiles, to improve the'etiming measurement resolution by means of multiple hits in
different tiles. A complete TC module, assembled in Noven#tH 6, was tested in engineering
runs, where the expected average number of crossed tile8)(8nd the corresponding timing res-
olution (= 35ps) were experimentally confirmed; e) the building of a memiti-functional DAQ
board (WaveDREAM) which integrates analog frontend, eiggligitization and HV, designed to
fulfill the requests of an increased number of read-out chlanend of a higher bandwidth; f) the
insertion in the downstream side of the experiment of a LY Bl@stic scintillator detector to detect
low energy €’s emitted in RMD and tag the high-energycoming from the same decay (RDC
counter). This detector is ready and was succesfully test@&51; a 40- 48 % identification ef-
ficiency is expected. We show in Fig. 8 a pictorial view of th&®l 1l detector elements under
construction: most of them are close to completion and the fissembling is envisaged within
2017. The figures of merit of the upgraded detector are copdgarTable 2 with that of MEG 1.

¥ T T W

al s | A

Figure 8: Pictorial view of MEG Il sub-detectors under construction.

The MEG Il expected sensitivity as a function of the DAQ timehown in Fig. 7 (right). In 3
years of data taking we expect to reach a sensitivity: @3 x 10~1* with an improvement of one
order of magnitude with respect to the final sensitivity restby MEG |.
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Table 2: Resolutions (Gaussiam) and efficiencies for MEG Il compared with MEG |

PDF parameters MEG | Upgrade MEG Il
O, (keV) 380 130

e" 0g / 0y (Mrad) 9.4/8.7 5.3/3.7
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