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With ever increasing luminosity at the LHC, optimum online data selection is getting more and
more important. While in the case of some experiments (LHCb and ALICE) this task is being
completely transferred to computer farms, the others - ATLAS and CMS - will not be able to
do this in the medium-term future for technological, detector-related reasons. Therefore, these
experiments pursue the complementary approach of migrating more and more of the offline and
High-Level Trigger intelligence into the trigger electronics. This paper illustrates how the Level-1
Trigger of the CMS experiment and in particular its concluding stage, the Global Trigger, take up
this challenge.
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1. Introduction

The CMS detector uses a two level trigger system for online data selection. The first level of
this system (the Level-1 Trigger) is implemented in hardware. The second level, the High-Level
Trigger (HLT), is implemented in software [1]. While during the early years of LHC operation the
Level-1 Trigger selection was dominated by single-object triggers whose thresholds (in particular,
thresholds on transverse momentum or transverse energy) were gradually raised to limit trigger
rates to manageable levels, higher luminosity and higher pile-up would now result in significant
loss of good physics data and is not viable any more. So, while silicon-tracker information will
still be available only at the HLT for a number of years to come, the Level-1 Trigger relies increas-
ingly on topological combinations of trigger objects from calorimeters and muon systems and on
physics quantities such as invariant mass or transverse mass [2]. This requires using particle flight
directions correctly extrapolated to the vertex rather than raw detector data distorted by the bending
of charged-particle tracks in the magnetic field. The enormous progress in digital electronics, in
particular with regard to the computing power of Field-Programmable Gate Arrays (FPGAs) makes
it possible to use input data of higher resolution and to perform complex calculations using Digital
Signal Processors (DSPs) as well as big lookup tables for large numbers of candidate objects. The
available resources also allow us to calculate in parallel certain quantities such as missing trans-
verse energy (missing transverse momentum) in different ways (integrating over different ranges
in pseudorapidity) and use for each physics channel the most adequate version of this quantity. As
hadronic jets, electron/photon candidates and "hadronic tau decays" (narrow jets from hadronic tau
lepton decays) can be discriminated in the calorimeters only to a limited extent, attention must be
paid to avoid double counting of such objects. By better reflecting HLT resolution and algorithms
in the Level-1 Trigger electronics, a high level of efficiency can be maintained and more useful
physics events can be obtained within the available bandwidth [3].
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Figure 1: Peak Luminosity versus time for 2010 - 2012 and 2015 - 2017 (p-p data only) [4].

2. New challenges for the Level-1 Trigger

The Level-1 Trigger of the CMS experiment is facing new challenges because of the impres-

sive performance of the LHC. This has resulted in a luminosity of more than 1.7 x 103**cm=2s~!
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(see Figure 1) and a pile-up (proton collisions during one bunch crossing) of more than 45 super-
imposed events. New techniques and algorithms need to be developed to get better online data
reduction. A transfer of data analysis methods to the Level-1 Trigger can help to achieve this goal.
Figure 2 shows the Level-1 Trigger system with its concluding stage - the Global Trigger - marked
with a red circle.

3. The CMS Global Trigger and its features

The Global Trigger (GT) combines information from the muon and the calorimeter trigger
paths together with binary inputs from other sources (such as the LHC beam detector "BPTX"
and others) [5]. The GT implements a variety of complex physics algorithms, which together are
called the Level-1 menu. In 2017, the system reached its full capability and is now using six
MP7 modules (using powerful XILINX Virtex-7 FPGAs [6]) running in parallel to provide enough
logic resources for implementing all desired physics algorithms. The number of these trigger algo-
rithms was limited to 128 in the past and has been increased to 512 with the commissioning of the
upgraded Global Trigger. The development of the maximum number of physics algorithms imple-
mented in the Level-1 menu for the last 3 years is shown in Figure 3. To assist the user in putting
together Level-1 menus, the Trigger Menu Editor (TME) software and its specially designed, flex-
ible grammar have been developed. Combining the trigger menu with predefined, static VHDL
templates guarantees a fast and reliable generation of the Global Trigger firmware [7]. Prescales
are used to reduce the trigger rate of algorithms. For example: a prescale value of 2 halves the
rate of an algorithm. A new feature introduced in 2017 is the "prescale preview" functionality: a
second set of prescales can be selected in parallel during data taking and the expected trigger rates
for these prescales are calculated. A dedicated AMC502 [8] prescale preview module facilitates
applying the correct prescale values. Figure 4 shows the fully equipped Global Trigger crate in
operation at CMS since 2017. The left side holds the six MP7 modules, which have the algorithms
implemented. The right part holds six AMCS502 boards built from Vadatech used for generating the
final trigger signal, calculating the preview prescale rates and receiving the external binary inputs.
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Figure 2: The Level-1 Trigger system [9]. Level-1 Menu from 2015-2017.
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Figure 4: The fully equipped Global Trigger crate.

4. New Global Trigger Algorithms

Several new types of trigger algorithms are migrating complex selection requirements from
offline analysis and HLT to the Level-1 Trigger electronics. New techniques will help keeping the
Level-1 acceptance rate below 100 kHz, which is the maximum output rate. In addition to the
invariant-mass algorithms, new transverse-mass triggers for objects without pseudorapidity infor-
mation have been introduced. Mass triggers and other algorithms now have an optional "two-body
pt" cut, which is the transverse momentum calculated for the hypothetical mother particle of the
two trigger objects whose mass is being calculated. A new feature makes it possible to add con-
straints on the number of objects used by an algorithm. The index of objects in a collection can be
confined to accept, e.g., just the leading jet of an event. Also a combination of different indices can
be used to combine, e.g., the leading jet of an event with the leading four electron/gamma candi-
dates. Apart from making finer object selection possible, this feature is also a useful way to save
FPGA resources. Another important issue is to avoid double counting of calorimeter objects in
complex trigger algorithms (e.g. the same particle is seen as jet and as tau) by introducing a func-
tion called "Overlap Remover". This new function allows to define a window around a calorimeter
object, in which no other calorimeter objects are considered in the algorithm processing.

An example of the migration of complex selection algorithms from offline analysis to the
Level-1 Trigger electronics is a new Level-1 Trigger for Vector Boson Fusion processes (VBF - see
Figure 5). VBF is an important channel in the H — 77 analysis. Two quarks emit virtual vector
bosons, which fuse and create a Higgs boson. The jets from the surviving quarks usually subtend a
large angle and can be efficiently selected by applying a lower cut on the invariant-mass calculated
by M, ~ \/2PT1PT2 X [cosh(n) —M2) — cos(@1 — ¢2)] . This mass cut can also be combined with

other conditions to find the Higg’s decay products (such as muons).
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Figure 5: Feynman diagram showing Higgs production through VBF.

5. Conclusion

The impressive performance of the LHC accelerator is a challenge for the Level-1 Trigger. The

techniques presented and new types of algorithms help keep the trigger rates at a manageable level

without increasing thresholds in transverse momentum to a point that would result in significant

loss of physics data. To keep pace with the further improvements in LHC performance, continuous

development of better selection algorithms in the Global Trigger is required.
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