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The ATLAS detector was designed and built to study protastepr collisions produced at the
LHC at centre-of-mass energies up to 14 TeV and instantarlaminosities up to 1% cm2s1.

A Liquid Argon-lead sampling (LAr) calorimeter is employed electromagnetic and hadronic
calorimeters, except in the barrel region, where a scttiitsteel sampling calorimeter (TileCal)
is used as hadronic calorimeter. This presentation giv&safir overview of the detector operation
and data quality, as well as of the achieved performancdseoATLAS calorimetry system. Ad-
ditionally the upgrade projects of the ATLAS calorimetestgyn for the high luminosity phase of
the LHC (HL-LHC) are presented. For the HL-LHC, the instargtaus luminosity is expected to
increase up td ~ 7.5 x 103 cm2s ! and the average pile-up up to 200 interactions per bunch
crossing. The major R&D item is the upgrade of the elect®ifioc both LAr and Tile calorime-
ters in order to cope with longer latencies of up to 0 The expected radiation doses will
exceed the qualification range of the current readout sysidma status of the R&D of the low-
power ASICs (pre-amplifier, shaper, ADC, serializer andgnaitters) and readout electronics for
all the design options is discussed. Moreover, a High GeaitylTiming Detector (HGTD) is
proposed to be added in front of the LAr calorimeters in the-eap region (2 < |n| < 4.2) for
pile-up mitigation at Level-0 trigger level and offline retruction. The HGTD will correlate
the energy deposits in the calorimeter to different prgioston collision vertices by using TOF
information with high time resolution (30 pico-seconds peadout cell) based on the Silicon
sensor technologies. The current test beam results arenpeelsin this document as well.
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1. Introduction

The ATLAS detector [1] is one of the two general purpose particle deteetiothe LHC. It
consists of multiple sub-detectors designed to measure proton-proton colligibng center of
mass energy up t¢/s= 14 TeV at a typical instantaneous luminosity of46m~—2s~! as well as
lead-lead and proton-lead collisions.

Within these conditions, the ATLAS calorimeters were designed to operate etffjcigo to a
total integrated luminosity of 1000 .

2. ATLAScalorimetersin Run2of LHC

ATLAS calorimeters were operated successfully during Run 1 and RuhR6f The Liquid
Argon calorimeters [2] (LAr) cover ranges in pseudo-rapidify,of |n| < 1.475 for the Elec-
tromagnetic Barrel (EMB), B75< |n| < 3.2 for the Electromagnetic End-Cap (EMEC) and
1.5 < |n| < 3.2 for the Hadronic End-Cap (HEC). The Tile hadronic calorimeter (Tile€afers
the barrel regionn| < 1.7. They are presented on Figure 1. Their performances will be describ
in terms of efficiency, data quality and calibration.
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Figure 1: The ATLAS Calorimeters.

2.1 TheLAr performancesin LHC Run 2

The Liquid Argon calorimeters are sampling calorimeters using Liquid Argon asctve
medium and combinations of lead, tungsten and copper as passive absdmLAr readout was
designed to provide digitized calorimeter input to the Level-1 (L1) triggecgssor at a maximum
acceptance rate of 100 kHz. Front-End Boards (FEB) include LayarEBards (LSB) that create
analog sums from detector pulses. A baseplane routes the signals ta Biglger Boards (TBB)
that are connected to the back-end receiver and L1 calorimeter porses
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More than 99.6% of the LAr channels were operational and more than 99%tahdd good
quality in 2016 as seen on Figure 2. The electromagnetic scale and partitestreiction were
monitored using the data. The calibration and identification of electrons and photvasen-
trolled with J/¢ and Z events showing the good stability and performance of the LAr Electro-
magnetic calorimeter. Timing and noise were monitored during data taking periddsamstable.

lo 2016

Total loss: 0.58% / 215 pb *
noisy channels
0.01%/5pb?

noise burst
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Figure 2: LAr data quality summary for 2016. Sources of defects arergas a function of the data-taking
period [3].

2.2 TheTile Calorimeter

The Tile calorimeter [4] is a non-compensating sampling calorimeter where steetliasisz
diator and scintillating tiles as an active medium. The light from the tiles is read oubeia fand
transmitted to photo-multiplier tubes (PMTs). The TileCal readout follows skstsas [5]: shap-
ing, amplification and digitization of PMT signals. The digitized samples are stored irelingp
memory and sent to the back-end through optical fibers if a L1 trigger isvegteThe cell re-
sponse can evolve in time because of unstability of PMTs high-voltage, RiWdss induced by
high light flux or optics ageing. Several calibration systems [6] are used to morgtstahility of
these elements and provide per channel calibration. The calibration of Tile optmoo@nts and
PMTs is performed with movable Cesium radioactive gamma source. The Gialiboéphototube
gains is performed weekly with custom Laser calibration system. With a similar fnegueali-
brations of digital gains and linearities is performed with charge injection systé®) ii@egrated
on module front-ends. Finally, monitoring of beam conditions and TileCal opticssisilfle using
the so-called integrator system. These systems are used in conjunction to moditareect in-
stabilities affecting the channels gain like PMT drifts, induced by high instaatenle@minosity or
to identify the small fraction of pathological channels as illustrated on Figuré@&nKs to regular
maintenance, the fraction of inefficient cells is kept at a typical level of 1%.

3. Upgrades of ATLAS calorimetersin Phase-1

A series of upgrades of the LHC [8] have been planned [9]. Phaszidd preceeds the
LHC Run 3 which will start at the of 2020 and is characterised by an instaatess luminosity
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Figure 3: The mean gain variation of the 9852 channels is computedogeatkell as a function of) and
radius in 2016 using the Laser system. The mean values aragaetover total azimuthal coverage of the
detector [7].

of about 2x 103 cm~? s~ It will be followed by Phase-II period preparing for the LHC Run 4
that starts at the end of 2026 and that will be characterised by an instantetuminosity up to
7.5 10*%* cm 2 s71 and a targeted integrated luminosity of 3000fb Such a high luminosity im-
plies a high and challenging pile-up, up to 200 collisions per bunch crqgssimgh is 5-7 times
larger than the nominal Run 2 value. This will lead to overlapping verticesdaigh pile-up noise
in the calorimeters. The replacement of ageing detector components is al§edeiguendure
3 times the radiation tolerance of the nominal design. The new ATLAS triggéitecture will
require LO and L1 acceptance rates of 1 MHz and 400 kHz with latenci#8 ps and 60us re-
spectively. ATLAS calorimeters have to be adapted to these conditions with aovetpradiation
tolerance, by sending the full granularity digital data at 40 MHz to badse@alorimeters could
complete the measurements of the extended tracking system anhigyradding a detector which
has high granularity with high timing resolution.

3.1 Upgrades of the LAr readout

LAr readout will be upgraded during Phase-Il with an intermediate staBbase-I [10] while
maintaining the current 100 kHz acceptance rate and a latency belosv ®uring Run 3, LAr
calorimeter trigger readout will already provide finer granularity input ® tifigger thanks to
dedicated electronics. Figure 4 illustrates the evolution of the granularity corgghe current
Trigger Tower (TT) and the new Super Cell (SC) trigger sums. They wiNide enhanced shape
and isolation informations that will allow to mitigate pile-up effects and to reduce tblegbaund
rates while maintaining high physics acceptance. New Layer Sum Boa&) (kill be installed
in order to sum LAr cell signals into SC. A new baseplane is required irr dodeute the 34k SC
signals that will be digitized by 124 LAr Trigger Digitizer Boards (LTDB) whitever sums will be
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sent to the current TBB for backward compatibility during Run 3. This trigggrade will remain
in Run 4 and will provide an input to the new LO trigger while the current TBB lve removed.
The major readout evolution in Phase-Il will be the installation of new FEBs ank-bnds (BE)
LAr Pre-Processor units (LPPR). The new FEBs will amplify, shape agitiz¢ detector signals
with full granularity. Radiation-hard ADCs with 16-bit dynamic range will be greged. The new
LPPRs will carry high bandwith FPGAs. Total data transfer rate will relahps per board. The
LAr upgraded readouts are illustrated on Figure 5.
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Figure 4: Comparison between the curent Trigger Towers granulaefy) @nd the Super Cells designed
for LAr trigger upgrades (right).
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3.2 Upgradesof the TileCal

Major detector components: absorber, scintillating tiles, fibers, and PMTsrgedyian good
shape and do not have to be replaced for the High Luminosity LHC. Tiné-é&d and back-end
electronics, calibration systems and electronics drawer will evolve in PhiisH:IThe new Phase-
Il readout scheme is illustarded on Figure 6. At this moment, two options are bmisglered for
the Front-End Boards (FEB) [12]. One is based on the original des@oa(lled3inl) based on dis-
crete components but with an improved dynamic range and resolution. Theptlwris based on
a specific ASIC, called FATALIC. Prototypes were equipped with curdesign and new options
and were then exposed to test beams, in 2016 and 2017, in order to ytleaitifperformances.
Good results were optained in terms of linearity and efficiency. In addition t@ddout, new elec-
tronics drawer mechanics was designed in order to ease maintenancerititers. Two new high
voltage distribution systems supplying TileCal PMTs were designed. An dpgrfithe original
design, internal supply option, is proposed together with a remote option fL8tector power
supplies.

3.3 High Granularity Timing Detector (HGTD)

The High Granularity Timing Detector (HGTD) is a potential new sub-detectoPhase-ll
upgrades. In the frame of the extended tracking coverage in ATLA®) (p| = 4.0, the HGTD
will help to mitigate the pile-up impact by adding a time information to each track. Timenr#or
tion allows track to vertex assignments leading to the improvement of lepton andhpboliEtions
and the suppression of pile-up jets. As shown on Figure 7, a 30 ps timetres@llows to achieve
these improvements. The HGTD would be installed in front of the LAr end;capvering the
region 24 < |n| < 4.2. Composed of 4 layers, it will use low gain avalanche diodes (LGAD) as
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Figure5: Upgraded LAr readout schemes for Phase-I (top) and Phgbettbm).
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Figure 6: New Phase-Il readout scheme of TileCal.
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active elements. Time resolution will be governed by three properties: thendsskthe signal
shape and the electronics resolution. They were optimised for a desigospiaphose perfor-
mances were validated in test beam campaigns in August and September 201@l &fgoency

and uniformity were observed while time resolution was measured to be within thieenegnts

as seen on Figure 7.

c 03— 7T 7T T T

-% r ATLAS Simulation Preliminary {s=14 Tev, <u>=2007] % 20—
8 o25F Tk Inclined Barrel ] = [ ATLAS Preliminary = LGAD1 1
~ [ 0,=50mm ] S 100~ HGTD test beam Aug. 2016 ® LGAD 2 4

Q [ - =
g F —e— ITK + HGTD Pythia8 dijets ] s r 120 GeV pions ]
5 02 30<pS'<60 Gev 2 C > . ]
2 F (=30 ps 24<l<38 7 3 sol (1.2x1.2)mm* wide 45pm thick 7
: r ] o [ = ]
= 015 4 E [ . ]
r —— A = 60— ) N
T - E aof " 1
F —— ] F Mene . o 1
0.05 — - F "l s e ]
r —— - —o——— 20— —
- — . = -
== . ] F ]
O v e T L | | L | | B
0 02 04 06 08 1 12 14 16 % 10 20 30 20 50 60
Collisions/mm Gain

Figure 7: Reduction of the pile-up fraction in jets when HGTD measwata are associated to tracker
(ITK) measurements (left). Measured LGAD prototype timsotation in test beam (right) [14].

4. Conclusion

The calorimeters are an important component of the ATLAS detector at LA€, performed
very well in LHC Run 2. The upgrades for High Luminosity LHC require design of some
elements. The Liquid Argon calorimeters will upgrade their readout eldcgan two stages
starting with the Phase-I. It will be able to send improved granularity signalettriiger system
and to be in line with the new Run 4 architecture. Two upgrade options are gadisar the
Tile calorimeter front-end electronics. Prototypes are being tested ambtegital choices being
validated. In addition to the upgrade of the existing detectors, new detectdds lminstalled
like the High Granularity Timing Detector. A design proposal was presentelg first test-beam
results show good perfomances of the proposed technology.
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