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We present the first measurement of the energy spectrum of cosmic rays down to 100 PeV from
the Pierre Auger Observatory using the part of the surface-detector array with 750 m spacing.
This analysis is made possible by a set of additional particle triggers, installed in 2013, which
lowers the threshold above which the array is fully efficient by half an order of magnitude. The
measurement thus covers a critical energy range around 1017 eV where previous observations
have shown a change in the spectral index, the so-called second or iron knee. The work relies
on a geometrical exposure, a nearly 100% duty cycle, and an almost model-independent analysis,
with the energy estimation provided by the fluorescence detector. We discuss the spectrum and
the associated uncertainties and compare the results to other studies in the same energy range.
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1. Introduction

The cosmic ray flux spectrum is one of the cornerstone measurements within the field of
astroparticle physics. The small irregularities in its shape indicate regions of transition over which
the types of particles, classes of sources, propagational effects, etc. are likely changing. Thus, an
understanding of the environments in which the highest energy particles in the universe are being
accelerated can be directly enhanced by precise measurements of the shape of the energy spectrum.

While the three most notable features of the energy spectrum above TeV energies are the so-
called knee (at ∼1015.5 eV), ankle (at ∼1018.7 eV), and suppression (at > 1020 eV), other inflection
points have been identified through recent high-statistics measurements. Of most interest to this
work is the second-knee at roughly 1017 eV. The second knee corresponds to an observed hard-
ening/softening for light/heavy elements [1 – 3] and an overall steepening of the all-particle flux
[4 – 9]. This work focuses on the first measurement of the softening of the all-particle spectrum by
the Pierre Auger Observatory [10] via an extension to lower energies than previously possible.

2. Improvements to Cosmic Ray Detection at Auger

Covering over 3000 km2, Auger is the world’s largest cosmic ray detector located in the Men-
doza province of Argentina. The observatory’s design consists of a hybrid detection scheme which
includes both a fluorescence detector (FD) and a surface detector (SD). The FD telescopes are
situated on hills at the edge of the observatory and directly image the nitrogen fluorescence light
emitted by air molecules which become excited by the developing shower front. In this way, the
FD can make nearly calorimetric measurements of the electromagnetic component of air showers
and thus set the energy scale for the observatory [11]. On the ground, the secondary particles are
observed by the SD which is comprised of around 1600 water-Cherenkov detectors (WCDs), ar-
ranged in a hexagonal grid with 1500 m spacing. Nested within this array is a low-energy extension
to the SD which is comprised of identical detectors but with half the grid-spacing, 750 m. The mea-
surements of air showers by the the 750 m array from January 2014 to August 2018 are the focus
of this work.

The acquisition system for the SD [10] relies on a 5-level trigger hierarchy. At the station-level
(i.e. for individual WCDs), the T1 and T2 triggers are used to determine when the measured signal
in a station is likely the result of air shower particles. Similarly, at the array-level, the triggers (T3,
T4, and T5) are used to classify when configurations of T1/T2-triggered stations are consistent with
an air shower footprint. A complete description of the triggers can be found in [10].

In 2014, after a decade of SD observations, two new station-level triggers, called Time Over
Threshold Deconvolved (TOTd) and Multiplicity of Positive Steps (MoPS), were added to the
existing T2 triggers. TOTd and MoPS were designed to be mostly sensitive to the low-energy elec-
tromagnetic component of air showers and insensitive to the muons which make up the dominant
background for individual WCDs. In practice this is done by identifying the low-amplitude, long-
duration waveforms which result from electromagnetic particles entering the water and rejecting
the short spikes caused by single muons. The inclusion of these triggers into the hierarchy directly
increases the SD’s sensitivity to the low-energy component of air showers, far from the central
axis. The distribution of deposited charge in individual WCDs is shown in the left plot of figure
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Figure 1: Left: Measured distribution of deposited charge in stations which pass the original T1/T2 algorithms (solid
black) and those that pass the new algorithms (red dashed). Right: The observed shower sizes using the full T1/T2
trigger set (red) versus using only the original (black) is shown. Both the raw shower sizes (solid lines) and bias-
corrected (dashed lines) are included, see text.

1 in units of Vertical Equivalent Muons1 (VEM). The signal sizes that can be measured with only
the original T1/T2 trigger set is shown in solid black. The dashed red line shows the added signal
sizes that are now accessible via the TOTd and MoPS triggers.

The philosophy of the SD reconstruction using the updated trigger set is unchanged with re-
spect to previous SD analyses. First an event cleaning is performed to remove stations which are
likely to have been triggered by coincident, background particles. Next, the shower direction is
determined using the start times of the signals in the stations. The final step is a fit of the lateral
distribution of signals using an empirically chosen lateral distribution function, in this case, a log-
log parabola. From this fit, a first-order energy estimator, sometimes referred to as a shower size,
is chosen to be the signal that would be expected to be measured at a reference distance2 of 450 m
from the shower axis, S(450). For a more detailed description of the reconstruction process, see
[13].

Following the reconstruction, two corrections are applied to the S(450) values. The first is
an atmospheric correction which accounts for the changing weather conditions at the Observatory.
The changes in local air pressure and density affect the measurements of the shower sizes on the
ground. Thus, the S(450) values are scaled to what one would expect to observe had the showers
developed in an atmosphere with the average pressure and density measured at Auger, see [14].

A second correction is applied to the S(450) values using a constant intensity cut (CIC) [15].
This corrects for the increased attenuation, and thus smaller observed S(450) values, of showers
that arrive at higher inclinations. The CIC rescales the energy estimator to that which would have
been measured had the shower arrived at a zenith angle of 35◦, S35. See [17] for more information.

The increase in sensitivity of the array to lower energy showers can be seen in the right plot of

1One VEM is defined to be the average amount of signal that would be measured in a station by a muon traversing
vertically through the water volume, see [12].

2The reference distance was chosen to minimize the impact of the unknown lateral distribution of particles on the
energy estimator.
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Figure 2: Left: Events used in the energy calibration (black points) are shown along with a power law fit (red line).
Right: The SD energy resolution as a function of energy (black line) is plotted with the 1σ errors (dashed lines). The
resolution in energy bins (red points) are also shown.

figure 1 which shows the distribution of observed shower sizes, S(450) (solid lines) and S35 (dashed
lines). The shower sizes observed by the 750 m array when only using the original trigger set is
shown in black whereas the sizes now observable after including the TOTd and MoPS algorithms
are shown in red. The two distributions agree well for higher energy showers and a clear increase is
seen in the number of observed low energy showers now detectable via the new trigger algorithms.

3. Energy Calibration and Resolution

To estimate the energy of showers observed by the SD, the S35 values are calibrated using the
energy measurements from the FD. This is performed using a set of high-quality, golden hybrid,
events which were independently reconstructed by both the SD and FD. The relationship between
FD energies, EFD, and S35 is well described by a power law, EFD = A(S35/VEM)B, with fit param-
eters A and B, see [17] for more. The calibration was performed using 1179 golden hybrid events
from January 2014 to August 2018. The left plot of figure 2 shows the fitted curve (red line) and
the observed shower energies/estimators (black points). The best fit values for the calibration are
A = 0.1325±0.0042×1017 eV and B = 1.0060±0.0091, a nearly linear relationship.

The same set of golden hybrid events was also used to characterize the energy resolution of
the SD. The resolution of the surface array is comprised of two components. The first is a result of
the statistical uncertainties in the reconstruction, including contributions from the atmospheric/CIC
corrections, which can be estimated on an event-by-event basis. The second component of the SD
resolution is the shower-to-shower fluctuations, a result of the stochastic processes that govern the
development of particle cascades. Since any two cosmic rays, with identical initial conditions, do
not necessarily have the same first interaction depth, the two resultant air showers will arrive at the
SD after a differing amount of attenuation, and will not be assigned the same value of S(450). This
uncertainty in the shower size cannot be estimated on an event-by-event basis by the SD.

However, using the events observed by both the SD and FD, the combination of these two
effects can be estimated. Using the independent energy assignments by the two detectors, the
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distribution of the quantity z = ESD/EFD can be calculated for each event, where 〈z〉 ≡ 1, by con-
struction. Thus, z is the ratio of two random variables with a probability distribution, PDF(z),
which depends on the resolution of both the SD, σE,SD, and FD, σE,FD, and the energy bias be-
tween the two detectors. Note that, σE,FD can be estimated on an event-by-event basis and is
typically 8% >

σE,FD
EFD

> 6.7% for energies above 1017 eV [11]. The distribution of z measure-
ments was fit using PDF(z) with an energy dependent parameterization of the SD resolution,
σE,SD
ESD

(EFD) = α +β
√

1 EeV/EFD, where α and β are free parameters. Figure 2 shows the mea-
sured resolution for various energy bins (red circles), and the SD’s resolution (solid) with 1 sigma
error bars (dashed). Above 1017.0 eV, the SD resolution is 8-24%.

4. Measurement of the Spectrum
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Figure 3: The integral trigger efficiency is shown for
showers with zenith angles less than 40◦. This quantity
is shown for proton (solid lines) and iron (dashed lines)
when including the new T1/T2 triggers as well as for a 50-
50 mix of proton and iron for only the original trigger set,
as a reference.

The event set used to measure the en-
ergy spectrum was restricted to the phase
space where the array has a >98% effi-
ciency to detect an air shower that lands in-
side the array. This phase space was de-
termined using CORSIKA simulations of air
showers for proton and iron primaries us-
ing both QGSJetII-04 and EPOS-LHC as
hadronic models. For each model-primary
combination, 150k events were simulated,
600k events in total, with energies ranging
from 1016 eV<EMC < 1018 eV and zenith an-
gles 0◦ < θ < 55◦.

A full detector simulation of the 750 m
array was performed on each event which was
then tested against the triggering algorithms.
As a function of zenith angle, the triggering
efficiency improved slightly at 55◦ (the zenith
angle cut used in previous 750 m array analy-
ses). However, a much larger improvement
was found if restricting the angular accep-
tance to 40◦. Figure 3 shows the triggering
efficiency at 40◦ for all four model-primary combinations as well as for only using the original
station triggers, for reference. Note that in this plot, the energy scale is the same as that of the FD,
calculated via a cross-calibration to the Monte Carlo energies. For such a zenith angle cut, the array
is >98% efficient for showers with energies greater than 1017 eV, regardless of hadronic model or
mass.

Two energy spectra were created using data collected from January 2014 to August 2018 by
the 750 m array. The first data set uses a zenith angle and energy cut of θ < 40◦ and E > 1017 eV,
while the second uses the same zenith angle cut as previous 750 m analyses [16] but a slightly
improved energy threshold, θ < 55◦ and E > 1017.3 eV, as a cross-check. Over this period the
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Figure 4: Left: The spectral measurements are shown for the 750 m array for zenith angle cuts of θ < 40◦ (blue circles)
and θ < 55◦ (black triangles) as well as the 1500 m array (red squares). Right: The systematic uncertainty on the flux is
shown as a function of energy.

accumulated exposure was 105.4 km2 sr yr, ∼570k events, in the first data set and 171.1 km2 sr yr,
∼190k events, in the second data set.

A correction was applied to the flux measurements to account for various detector effects that
cause events to migrate, asymmetrically, between energy bins. The scaling was calculated using a
forward folding method [16, 17] which included the previously described measurement of σE,SD

and triggering efficiency as well as the energy bias below 1017 eV which was determined via Monte
Carlo. The resultant spectra for the 40◦ (blue circles) and 55◦ (black triangles) data sets are shown
in the left plot of figure 4 along with the one observed by the 1500 m array (red squares). All
three spectra agree within statistical uncertainties. A more detailed comparison between the 750 m
spectra and those measured by the 1500 m array and the FD can be found in [17]

This measurement includes a systematic uncertainty that is dominated by the energy scale,
σEFD/EFD = 14% which translates to a '35% uncertainty in the flux. The subdominant uncertain-
ties include the array exposure (4%) and the energy resolution (<1.5%). This measurement includes
an uncertainty from having to extrapolate the primary-mass composition down to energies below
where they have been measured by the FD (E < 1017.2 eV) [18]. However, due to the zenith angle
and energy restrictions, the impact on the flux is small (<5%). These contributions and the total
systematic uncertainty on the flux is shown in the right plot of figure 4.

The flux of cosmic rays in the energy region around 1017.0 eV has been probed by many exper-
iments as shown in figure 5. Many of them have observed a softening near this energy which has
been called the second knee, including a new Cherenkov measurement using the FD. For Auger,
previous measurements by the SD of the all particle spectrum, restricted to E > 1017.5 eV, have
been consistent with a simple power law below the ankle. However, with the extension of the flux
measurement down to E > 1017 eV, a single power law no longer describes the data well.

To understand the significance of the change in spectral index, γ , a power law fit, J(E) ∝ E−γ ,
with γ = 3.33, was extended down to 1017 eV (see the dash-dotted gray line in the left plot of figure
4). The residuals with respect to this power law are shown in the left plot of figure 6 (blue circles).
The deviation from the power law fit, is as large as 15% which is well excluded by the statistical

6
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Figure 5: The cosmic ray spectra which observe a softening in the∼1017 eV energy region are shown including Auger
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Figure 6: Left: The ratio of the 750 m array spectrum and a power law (blue points) is shown along with the energy-
dependent systematic uncertainties of the flux. Right: Power law fits to the 750 m spectrum were performed over limited
windows in energy. The spectral indexes are shown for windows of 0.3 (blue circles), 0.4 (gold squares), and 0.5 (red
triangles) log(E/eV).

uncertainties of the measurement. Further, we can rule out such a deviation being a result of a
systematic shift by comparing the residuals to the energy-dependent systematic flux uncertainties
(red line). The disagreement with respect to a single power law fit below the ankle is at the level of
4.1 σsys.

As a method of estimating the change in spectral index as a function of energy, the spectrum
was fit using a series of power laws over limited windows in energy (0.3, 0.4, and 0.5 log(E/eV)).
The spectral indices corresponding to each fit are shown in the right plot of figure 6. A fairly
constant increase in γ up to about 1017.6 eV is observed with a rate of change of about dγ

d logE ' 0.5.
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Such a change in spectral index is incompatible with a single power law.

5. Conclusion

In this work we presented a new measurement of the all-particle cosmic ray spectrum using the
750 m array at Auger. This work is a significant improvement on previously possible measurements
of the flux by the SD in its extension to lower energies, E > 1017 eV. Such an extension was made
possible by an additional set of particle triggers for the WCDs.

Because of the 750 m array’s size, this is the highest precision measurement in an energy re-
gion where most other measurements begin to be dominated by statistical uncertainties, including
∼570k events above 1017 eV. Further, this work is unique in this energy region in that it includes an
energy scale set by the FD rather than Monte Carlo simulations and a data-driven approach to esti-
mate the energy resolution. Thus, the result is nearly-model independent. We have shown that there
is a significant softening between 1017 eV and the ankle where the spectral index increases from
≤ 3.1 to 3.3. This softening is larger than can be explained by either the statistical or systematic
uncertainties of the measurement.
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