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Multivariate approaches used in physics analyses by the High Energy Physics community often
combine high-level observables estimated by very complex algorithms. The process to select
these variables is usually based on a “brute force” approach, where all available event features are
tested for multiple combinations of the algorithm hyperparameters.
In this work, we propose an original method based on the use of a CancelOut layer to select to give
as input to a Fully Connected Neural Network. Promising results are obtained in the development
of a DNN classifier to select proton-proton collisions where a boosted Higgs boson decay to two
1-quarks.
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1. Introduction

In the high-energy physics community, there is a growing interest in replacing cut-based
selections using different types of multivariate analysis. This transformation opened up to use
high-level variables produced by complex reconstruction algorithms. Within this context, Deep
Learning approaches are rapidly spreading, combining all the available information and improving
the selection performances. The development of these algorithms often relies on a trial and error
approach, where all available event features are tested for multiple combinations of the algorithm
hyperparameters. Herein, we propose an effective method to choose the most valuable variables to
give as input to a Deep Neural Network using a CancelOut layer. Indeed, given a fixed number of
variables, the CancelOut layer selects during training only the most relevant features to achieve the
best performances.

2. CancelOut layer

The CancelOut layer [1] is composed of neurons that have one single input. The node’s output
is the product of the input feature and the sigmoid of the associated weight. After training, irrelevant
features will have an associated CancelOut weight that outputs small numbers after the sigmoid
application. In contrast, for the relevant features, the output will be close to one. In its original
formulation, the weights of the CancelOut layer are used as a metric to evaluate the impact of
one feature in the decision process of a DNN model. Our purpose is different: we developed a
modified architecture of the CancelOut layer so that only a certain fraction, defined by the user, of
the CancelOut nodes are active (sigmoid of the weight equal to 1) while the others are switched off
(sigmoid of the weight equal to 0).

3. Boosted � → 11 tagging

We tested the CancelOut layer while developing a fully connected DNN to classify ?? collision
events where a Higgs boson with very high transverse momentum decays to two 1-quarks. In this
regime, the decay products of the Higgs boson are very collimated and it is challenging to resolve
the di-jet structure [2]. A single large and massive jet containing both the 1-quarks originated jets
are more likely to be reconstructed. The � → 11 decay channel is interesting for the study of
Higgs boson properties since it accounts for 58% of the total Higgs boson decays [3]. Moreover,
larger deviations from StandardModel predictions are expected in the boosted regime [4]. However,
recognizing these events in a ?? collision experiment represents a challenging task, mainly because
of the huge irreducible background of QCD multi-jet production.

3.1 Simulated data and object reconstruction

The dataset used to develop the classifier is produced using a framework developed by com-
bining Pyhtia8[5], to generate high-energy physics events, Delphes [6], to simulate the detector
response and RAVE [7] for secondary vertex reconstruction. Large radius anti-:C jets [8] (large-R
jets) with ' = 1 are reconstructed together with variable radius track jets [9] with 'MAX = 0.4,
'MIN = 0.02 and d = 30 GeV (d parameter determines how fast the effective jet size decreases
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with the transverse momentum of the jet). For the large-R jets, we defined kinematic variables plus
jet substructure variables. For the variable R track jets, we defined kinematic variables plus the
b-tagging information and variables connected to the secondary vertex. We selected large-R jets
with ?) > 450 Gev/22 and [ < 2. Then we look for the 2 highest ?) track jets contained in a
selected large-R jet. The total number of initial features is 39.

3.2 Reduction of the number of input features

Different models were trained by varying the number of desired features that the CancelOut
layer must activate. The top plot in fig 1 shows the behavior of the CancelOut weight associated
with each feature when varying the number of requested features. Relevant features are activated
(f(F) ' 1) already when asking for a low number of features. Irrelevant features, which have not
been activated, do not take part in the calculation since they have f(F) ' 0. Then, increasing the
number of asked features one by one, single features are activated and remain active in most cases.
The performances of the models are shown on the bottom side of fig. 1. It is important to notice
that after a certain number of features are switched on, there is no significant improvement in the
performance. This confirms the idea that irrelevant features were last activated.

Figure 1: (Top) CancelOut weight for each feature as function of the desired number of features. (Bottom)
Background rejection rate versus Higgs tagging efficiency with large-R jets of different model trained by
varying the number of features.
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4. Conclusion

In this work, we proposed an original method based on the use of the CancelOut layer to select
features in input to the Neural Network. We used as a study case the selection of events where a
boosted large and massive jet contains both of the 1 quarks originated from � boson decay. We
showed how the Deep Neural Network classifier performance can be affected by keeping irrelevant
variables in input and how our method can naturally get rid of them. The proposed method can
be easily implemented in already developed Deep Neural Network classifiers through a retraining
campaign.
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