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1. Introduction

1.1 2D U(1) Gauge Theory

Let Uy (n) = e+ € U(1), with x,(n) € [-x, ] denote
the link variables, where x,(n) is a link at the site n oriented

in the direction . Our goal is to generate an ensemble of —z,(n+7)
configurations, distributed according to T N T
—5(x) _ —z,(n)Y Az, (n+ f1)
p(x) e , Sx) =Zl—cosxp, )
P

where S(x) is the Wilson action for the 2D U(1) gauge theory’, : E E
and xp = x,(n) + x,(n+ 1) — x,(n +9) — x,,(n) is the sum of : :
the links around the elementary plaquette as shown in Figure 1. Figure 1: Plaquette xp.
For a given lattice configuration, we can define the topological

charge as Q = ﬁ > parg(xp) € Z, where arg(xp) € [-x, ).

Traditional sampling techniques such as HMC are known to suffer from critical slowing
down [1], a phenomenon characterized by the freezing of the topological charge Q as we approach
physical lattice spacings. This effect can be seen clearly in Figure 4a, 4b, where Q typically remains
stuck for the duration of the HMC trajectories. In this work we describe a method for training
a normalizing flow model that is capable of sampling from different topological charge sectors,

thereby reducing the computational effort required to generate independent configurations.

1.2 Field Transformations

For a random variable z with a given distribution z ~ r(z), and an invertible function x = f(z)
with z = f~!(x), we can use the change of variables formula to write

af!

det
¢ Ox

p(x) =r(z) 2

0
cmt—f':rcf-%x»
0x
where r(z) is the (simple) prior density, and our goal is to generate independent samples from the

(difficult) target distribution p(x). This can be done using normalizing flows [2] to construct a
model density g(x) that approximates the target distribution, i.e. g(-) ~ p(-) for a suitably-chosen

flow f.
Flow Inverse ,
r | —> — > |z | —=| ;1 — |
f(z) (2
~p(") ~ () ~q(-)
target prior model

Figure 2: Using a flow to generate data x’. Image adapted from [3]

1Explicitly, on a square lattice with periodic boundary conditions.
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We can construct a normalizing flow by composing multiple invertible functions f; so that
X=[fro fi—10---0 fro f1] (z). Inpractice, the functions f; are usually implemented as coupling
layers, which update an “active” subset of the variables, conditioned on the complimentary “frozen”
variables [4, 5].

1.3 Affine Coupling Layers

A particularly useful template function for constructing our normalizing flows is the affine
coupling layer [2, 6],

Flrxa) = (e 2x +1(x2), x2) . with  log/(x) = ) [s(x2)]x
k

f_l(xi,xé) = ((xi - t(xé))e_s(xé), xé) ,  with logJ(x") = Z - [s(xé)]k
k
where s(x,) and #(x,) are of the same dimensionality as x; and the functions act element-wise on
the inputs.
In order to effectively draw samples from the correct target distribution p(-), our goal is to
minimize the error introduced by approximating ¢(-) =~ p(-). To do so, we use the (reverse)
Kullback-Leibler (KL) divergence from Eq. 3, which is minimized when p = q.

Die(qllp) = / dyq(y) [log q(3) — log p(»)] 3)

N
1
~ — > [logq(y;) —logp(y:)], where y; ~ g 4
i=1

2. Trivializing Map

Ultimately, our goal is to evaluate expectation values of the form

0)=7 / dx O(x)e 1), ©)

Using a normalizing flow, we can perform a change of variables x = f(z), so Eq. 5 becomes
() = 2 [ dzldet U@NO eI, where s(2) = L ©
_ % / dzO(f(2))e~SU (@)+og|detl I (2)]] (7

We require the Jacobian matrix, J(z), to be:
1. Injective (1-to-1) between domains of integration
2. Continuously differentiable (or, differentiable with continuous inverse)

The function f is a trivializing map [7] when S(f(z)) —log|det J(z)| = const., and our expectation
value simplifies to

1 exp(—const.). ®)

(0) = z7°%

Z*/dZO(f(z)), where
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3. Field Transformation HMC: fthmc

We can implement the trivializing map defined in Sec. 2 using a normalizing flow model. For
conjugate momenta 7, we can write the Hamiltonian as

1
H(z,7) = 57+ S(f(2)) = logldet J (£(2))], ©)
and the associated equations of motion as
oH

7 -_——— 10
i= =T (10)

d
it =—-J(2)S' (f(2)) +tr J‘ld—J . (11)

Z

If we introduce a change of variables, 7 = J(z)p = J(f~'(x))p and z = £~ (x), the determinant of
the Jacobian matrix reduces to 1, and we obtain the modified Hamiltonian

8 1
H(x,p) = 5,o*p+5(x) — log | det J|. (12)

As shown in Figure 3, we can use a field transformation, f~' : z — x to perform HMC updates on
the transformed variables x, and f : x — z to recover the physical target distribution.

HMC

Inverse A7 ™~ ) Flow ,

21— .4 — | T —> > |Z
(2 T L f(z)

Figure 3: Normalizing flow with inner HMC block.

3.1 Hamiltonian Monte Carlo (HMC)

We describe the general procedure of the Hamiltonian Monte Carlo algorithm [8].

1. Introduce v ~ N(0,1,,) € R" and write the joint distribution as

p(x,v) = p(x)p(v) o e SD 3"y (13)

2. Evolve the joint system (X, v) according to Hamilton’s equations along H = const. using the
leapfrog integrator:

@) v —v-— g@xS(x) (b) X' —x+&v (c)V — 7 gaxsu') (14)

3. Accept or reject the proposal configuration using the Metropolis-Hastings test,

ox’
oxT

p(x)
p(x)

x’, with probability A (x’|x Emin{l, }
p y A(x'[x) 15)

Xi+l = ) .
x, with probability 1 — A(x’|x)
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3.2 Volume Scaling

We use gauge equivariant coupling layers that act on plaquettes as the base layer for our network
architecture. As in [5], these layers are composed of inner coupling layers which are implemented
as stacks of convolutional layers. One advantage of using convolutional layers is that we can re-use
the trained weights when scaling up to larger lattice volumes. Explicitly, when scaling up the lattice
volume we can initialize the weights of our new network with the previously trained values. This
approach has the advantage of requiring minimal retraining effort while being able to efficiently
generate models on large lattice volumes.

4. Results

For traditional HMC, we see in Figure 4a,4b that Q =~ 0 for across all trajectories for both 8 x 8
and 16 x 16 lattice volumes. Conversely, we see in Figure 4a,4b that the trained models are able to
sample from multiple values of Q for both the 8 x 8 and 16 X 16 volumes.

The results in Figure 5 took ~ 4 hours to train using a single A100 Nvidia GPU. The performance
of the trained sampler is limited by the acceptance rate of the proposed configurations, which in
turn, is ultimately limited by the computational resources used to train the model. Because of
this, we would expect a continued improvement in performance with additional training. For this
relatively simple proof of concept, we were able to demonstrate the usefuleness of our approach
without requiring prohibitively large upfront training costs.
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(a) The average plaquette x p and topological charge Q histories for the trained model and HMC at 8 = 6 with V = 8 x 8.
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(b) The same model from Figure 4a used to generate configurations on V = 16 x 16 lattice.

Figure 4: Comparison of lattice observables for both HMC and the trained model at V = 8 X 8, and
V=16x16.
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Figure 5: Loss and Effective Sample Size [9] (ESS) vs train epoch at 8 = 6 on V = 8§ X 8 lattice.
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