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1. Introduction

Drell-Yan lepton pair production is among the best-measured processes at the Large Hadron
Collider (LHC). The experimental fiducial measurements of cross sections for the process proton +
proton→ + → lepton pair where+ is a charged or neutral vector boson (,± or /0/W∗) have reached
an accuracy below 1% apart from the luminosity uncertainty (see ATLAS [1] and CMS [2] results
obtained at 7 TeV and 13 TeV collider energies). Clearly, in order to utilize such data in particle
phenomenology, in particular, in the determination of the parton distribution functions (pdf) at
the next-to-next-to-leading order (NNLO) accuracy, the precision of the theoretical predictions is
expected to match that of the experimental results.

The state of the art for predictions of fiducial cross sections in the Drell-Yan process in fixed-
order QCD perturbation theory is formally at the NNLO accuracy [3–8]. These predictions have
been tested and found to agree when computing the total cross section [9]. However, when the
fiducial cross sections are compared [1, 10] significant differences are observed in some regions of
the phase space. The goal of this contribution is to exhibit those differences and offer some possible
explanation for them.

To reach this goal, we focus on two aspects . For one, we provide benchmark numbers forNNLO
QCD predictions in kinematics which are representative for the bulk of the available experimental
data. We aim at providing predictions with a residual uncertainty below O(0.1o/oo) in each bin of
the distributions from the Monte Carlo integration for the cross section integrated over the fiducial
region. Previous comparisons [9] of some of the published codes had limitations in the precision
of the numerical integrations.

The second aspect concerns the investigation of the origin of the deviations among the codes
from the point of view of the type of the subtraction schemes used for the regularization of the
real emissions. These can be either local subtractions or global slicing, depending on whether the
cancellations of the infrared singularities are performed locally in the integrand at each point in
phase space or globally after integrating over a slice of the phase space. We illustrate the impact of
fiducial cuts on the decay leptons for global slicing regularization methods.

2. Comparison of public codes

While the comparison of theoretical predictions does not strictly require experimental data
sets, nevertheless, we find it interesting to show comparisons also to the experimental data, which
may provide a better insight about the extent of the differences. Hence, in our comparisons we use
the cuts that were employed in Ref. [1] in proton-proton collisions at 7 TeV colliding energy. Those
data include pseudo-rapidity distributions of the charged leptons (electron or muon in the decays of
,±) and those of the lepton pairs emerging in the decay of neutral vector bosons. The transverse
momenta ?ℓ

)
and the pseudo-rapidities [ℓ of the decay leptons were subject to fiducial cuts that we

specify later. The cross sections for neutral boson production are measured at central as well as at
forward pseudo-rapidities.

The other datawere obtained by theD0 collaboration in proton-antiproton collisions at 1.96 TeV
colliding energy [11]. They measured the electron charge asymmetry and its dependence on the
pseudo-rapidity of the electron. They published distributions obtained with both symmetric and
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staggered fiducial cuts on the transverse momenta and pseudo-rapidities of the electron and the
neutrino, such that the data test forward kinematics, too.

Careful definition of the input parameters is important for a precision comparison. We used
the �` scheme with input values �F (Fermi constant), "/ , ", and Γ/ , Γ, (masses and widths
of the vector bosons): �F = 1.16637 × 10−5 GeV−2,

"/ = 91.1876 GeV , Γ/ = 2.4952 GeV , ", = 80.379 GeV , Γ, = 2.085 GeV . (1)

In this scheme the weak mixing characterized by sin2 \W and the electromagnetic coupling U("/ )
are output values. It is useful in the sense that it minimizes the effect of the electroweak radiative
corrections [12]. The relevant central values of the CKM matrix elements are

|+D3 | = 0.97401 , |+DB | = 0.2265 , |+D1 | = 0.00361 ,
|+23 | = 0.2265 , |+2B | = 0.97320 , |+21 | = 0.04053 .

(2)

We perform all computations in the MS factorization scheme with = 5 = 5 light flavours, and
with renormalization and factorization scales fixed at the mass of the relevant vector boson. In
order to provide physical predictions we have to choose a particular pdf set. As this choice does not
bias any of the codes in the comparison, we can choose it freely. We used the ABMP16 set [13, 14]
with U (= 5 =5)

B ("/ ) = 0.1147.
We have selected the following publicly available codes for this study:

• DYNNLO (version 1.5) [3, 4] (available from http://theory.fi.infn.it/grazzini/dy.
html). This code uses @) -subtraction, which is essentially a slicing method. The slicing
parameter is called Acut, representing a cut on @) . The computation of pdf uncertainties is
not included in this code.

• FEWZ (version 3.1) [15, 16] (available from https://www.hep.anl.gov/fpetriello/
FEWZ.html). This code employs a fully local subtraction method.

• MATRIX (version 1.0.4) [17] (available from https://matrix.hepforge.org/). This code
also uses @) -subtraction. A drawback is that built-in computation of pdf uncertainties is not
available. It uses the scattering amplitudes from OpenLoops [18].

• MCFM (version 9.0) [19] (available from https://mcfm.fnal.gov/). MCFM uses the #-
jettiness subtraction [6], which is also a slicing method. The slicing parameter is a cut on
jettiness, denoted by gcut.

The consistent implementation of the parameters can be tested in a computation of the cross
sections at leading-order in perturbation theory. We found agreement among all four predictions at
a level of numerical precision O(10−5), which set the scene for comparisons including the effect of
radiative corrections.

At the next-to-leading order (NLO) accuracy we found agreement among the predictions by
FEWZ, MATRIX and MCFM. However, DYNNLO provides predictions that are accurate typically to a few
per mille and deviate in particular for distributions with challenging kinematics and with deviations
displaying a particular pattern as a function of the (di-)lepton pseudo-rapidities (see Ref. [10] for
details).
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Figure 1: Compilation of the NNLO theory predictions (dotted: DYNNLO, dashed: Matrix, dash-dotted:
MCFM) compared to ATLAS data shown with the statistical (inner bar) and the total uncertainties, including
the systematic ones, at

√
B = 7 TeV [1]. All plots used the ABMP16 pdf set and are normalized by the

central predictions at NNLO obtained with FEWZ. The fiducial cuts on the decay leptons in the final state are
indicated in the figure. Left plot: ?? → ,± + - → ;±a + - with slicing cuts Acut = 0.15% in MATRIX and
gcut = 4 · 10−4 in MCFM. Right plot: ?? → //W∗ + - → ;+;− + - with Acut = 0.05% for / → ;+;− in MATRIX.

After validation we are ready to present the benchmark predictions of the public codes at the
NNLO accuracy. Fig. 1 (left plot) shows the NNLO QCD cross sections for the inclusive lepton
pair production in the process ? + ? → ,± + - → ℓ±a + - as a function of the pseudo-rapidity of
the charged lepton. The experimental cuts are as shown in the plots. The uncertainties in the cross
sections from the numerical Monte Carlo integration have reached the target value of 10−4, hence
negligible in all cases. The NNLO QCD corrections are small, O(1%) in most of the bins. Yet, the
spread of the predictions by the four codes reaches 2–3%, with the largest difference between FEWZ
3.1 and MCFM. Hence, the differences seen in the plots are at least comparable, often larger in size
than the NNLO corrections themselves, which shows significant uncertainties in the computation
of the NNLO corrections for these observables.

Interestingly, the predictions by the codes employing slicing fall below those of FEWZ 3.1. A
similar observation can be made from Fig. 1 (right plot) where we present the NNLO cross sections
for the inclusive charged lepton pair production as a function of the di-lepton pseudo-rapidity in the
central region and also one lepton central while the other one forward. For central //W∗-production
the four predictions exhibit a smaller spread, typically of several per mill, and at most 1% between
FEWZ 3.1 and MCFM below about [;; ≤ 1.5, while the predictions agree for larger values of [;;.

For forward //W∗-production the spread is up to O(1 − 2%) in the entire [;; range, but in the
first bins where we see significant deviations, up to O(7%), which is clearly unacceptable. Similar
systematic differences can also be observed in the electron charge asymmetry as a function of
the pseudo-rapidity [e of the electron, which in this case increases with [e. The details of these
comparisons can be found in Ref. [10].
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3. Power corrections

The observation of such differences among the predictions for Drell-Yan lepton pair production
calls for an investigation of possible causes. The global slicing methods, such as @) -subtraction
or #-jettiness subtraction neglect power corrections. Hence, assuming that the implementations
of these methods are correct in the public codes, the neglected power corrections offer a plausible
explanation for the observed differences, which we study next.

The slicing parameter of the global slicing method – denoted generically here by g – vanishes
at Born level and resolves additional radiation in an infrared-safe manner. Thus the phase space
integration for the cross section can be written as

f =

∫
dg

df
dg

=

∫ gcut

dg
df
dg
+

∫
gcut

dg
df
dg

= f(gcut) +
∫
gcut

dg
df
dg

, (3)

where gcut is the cut for the slicing of the phase space. According to the universal factorization of
QCD in soft and collinear limits the dependence of df/dg on g has the structure

df
dg
∼ X(g) +

∑
8

[
ln8 g
g

]
+
+

∑
9

g?−1 ln 9 g + O(g?) , (4)

where the +-distributions are the well-known leading threshold logarithms and the terms propor-
tional to g?−1 with ? > 0 are integrable and denote power corrections in the soft and collinear limit.
Hence, after performing the integration, we may write schematically that

f(gcut) ∼ 1 +
∑
8

ln8+1 gcut +
∑
9

g
?
cut ln 9 gcut + O(g?+1cut ) . (5)

The power ? takes (i) positive integer values for the production of a stable gauge boson + , and (ii)
half integers ? = 1/2, 1, 3/2 for subsequent decay with cuts on the leptonic final state.

The global subtraction schemes are implemented via a global subtraction term fsub(gcut) as

f = fsub(gcut) +
∫
gcut

dg
df
dg
+ Δfsub(gcut) (6)

where the last term, Δfsub(gcut) = f(gcut) − fsub(gcut), encodes the residual power corrections
that are often neglected in slicing methods, resulting in an intrinsic error. Moreover, if the global
subtraction term cancels only the leading soft and collinear singularities in f, then the residual
power corrections in the presence of cuts on the decay leptons are enhanced to linear power in @) .

Neglecting the masses of the leptons, the lepton phase space – in terms of the variables @) , the
difference ΔH between the rapidity of @ and ?1, the azimuthal angle q of ?1 – is

Φ! (@) ) =
(∫ 2∏

8=1

d4?8

(2 c)3
X+(?2

8 )
)
(2 c)4 X (4) (@ − ?1 − ?2) =

1
4 c2

∫ c

0
dq

∫ ∞

−∞
dΔH

?2
) 1
&2 , (7)

where @` = ?`1 + ?
`

2 , with ?
`

1,2 being the lepton momenta and &2 = @2. After employing typical
fiducial cuts, this phase space reads [10]

Φ! (@) ) =
1

4 c2

∫ c

0
dq

∫ ∞

−∞
dΔH

?2
) 1
&2

( 2∏
8=1

\ (?) 8 − ?min
) ) \ ([8 − [min

8 )\ ([max
8 − [8)

)
. (8)
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Figure 2: Difference between the Born and real emission phase spaces Φ! (0) − Φ! (@) ) of the decay
leptons relative to the Born one at fiducial cuts applied to ATLAS data set [1] for //W∗-boson production
(& = "/ ) for different values of the gauge boson pseudo-rapidity [;; . For the lepton momenta ?;

)
≥ 20 GeV

are required. Left: Cuts selecting central pseudo-rapidities |[;8 | ≤ 2.5 for 8 = 1, 2. Right: Cuts selecting one
lepton at central pseudo-rapidity |[;1 | ≤ 2.5 and the other at forward pseudo-rapidity, 2.5 ≤ |[;2 | ≤ 4.9. The
vertical dashed line indicates the minimum value Amin

cut = 0.15% used in MATRIX as a slicing cut.

The \-functions break azimuthal symmetry for @) & @∗
)

due to rapidity cuts where @∗
)

can be

approximated as @∗) ≈ &
|. |

sinh([max) for small. [10], with. being the pseudo-rapidity of the vector

boson. For @) < @∗
)
the azimuthal symmetry is restored and the power corrections are quadratic.

The transition between these two regions of @) is sharp up to corrections.
Such a sharp transition can clearly be seen in Fig. 2 (left) where the difference between the

Born and real emission phase spacesΦ! (0) −Φ! (@) ) of the decay leptons normalized to the Born
one is shown for different values of the gauge boson pseudo-rapidity [;;. The fiducial cuts are those
applied to the ATLAS data set [1] for //W∗-boson production (& = "/ ). The left plot corresponds
to cuts selecting leptons with central pseudo-rapidities |[;8 | ≤ 2.5 for 8 = 1, 2 and we observe the
presence of linear power corrections in @) for central gauge boson pseudo-rapidities [;; . 1 due to
constraints on ?) . For larger [;; the pseudo-rapidity constraint above dominates the phase space
Φ! and azimuthal symmetry is restored, resulting in quadratic power corrections in @) for small
enough @) . The right plot shows the case of one lepton at central pseudo-rapidity and the other
at forward pseudo-rapidity. In this case, azimuthal symmetry is always broken by the constraint
on ?) , and we observe linear power corrections. For the chosen values of [;; = 1.3, 2.6 and 3.4
they amount to O(7o/oo), O(0.6o/oo) and O(2o/oo) at the value of Acut = 0.15% in MATRIX, and the
relatively large size of these corrections is remarkable. Moreover, their [;; dependence matches
well with the pattern of the observed deviations of DYNNLO, MATRIX and MCFM from FEWZ in Fig. 1.

4. Conclusions

We have provided benchmark predictions at NNLO accuracy for Drell-Yan lepton pair produc-
tion computed using four publicly available codes. We found significant (larger than the numerical
uncertainty of the Monte Carlo integrations) differences among these predictions often comparable
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or larger than the NNLO corrections. We have pointed out that the fiducial cuts on the transverse
momenta and pseudo-rapidities of the decay leptons lead to linear power corrections in the slic-
ing parameter used in the codes employing global subtraction methods for the regularization of
double real emission. The differences share certain patterns across the range of pseudo-rapidities
in the considered distributions, which we found to correlate with the appearance of linear power
corrections as a function of @) . The continuous increase in the precision of the experimental
measurements, the theory predictions are expected to provide cross sections at NNLO (or beyond)
such that the systematic uncertainties due to choices of particular schemes or algorithms for the
computation can be safely neglected in comparison to the experimental uncertainties.
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