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1. Introduction

The two Higgs doublet model (2HDM) is one of the simplest ways to extend the Higgs sector,
which is the least constrained sector of the Standard Model. Two Higgs doublets also appear
in many more elaborate extensions of the SM that are based on fundamental principles, such as
supersymmetry (see e.g. [1]), the Peccei-Quinn symmetry [2, 3] or grand unified theories (see [4]
for a recent review).

The new interactions between the SM fermions and the physical states arising from the in-
troduction of a second Higgs doublet imply a direct impact on lepton flavour universality (LFU)
violation. Experimental measurements of LFU violation come from flavour changing charged cur-
rents (FCCCs), such as those in � meson decays, and flavour changing neutral currents (FCNCs),
for instance in kaon decays. The observed deviations from the SM in the measurements of FCCCs
(around 3.1f from the SM [5]) and FCNCs (close to a combined 6f deviation, see for example [6–
8]), hint at the existence of new physics (NP) contributions and thus serve as a clear motivation for
the study of NP models capable of explaining the anomalies.

It has indeed been shown that the general two Higgs doublet model (GTHDM) is able to
explain the charged anomalies at 2f [9–12]. Similar analyses for the neutral anomalies have
also been presented previously [10, 13–15], finding solutions at the 2f level and up to the 1f
level including right-handed neutrinos [15]. Nevertheless, the majority of these studies have only
explored solutions in restricted regions of the parameter space, with a lack of discussion of the role
of (marginally) statistically preferred regions, and often considering the 1 → B;; observables from
model independent global fits [10, 15]. On the other hand, statistically rigorous explorations of the
parameter space have focused exclusively on interactions in the quark sector [16].

This conference paper presents some of the more important results obtained in [17] related
to the flavour anomalies in the GTHDM, and is organised as follows. In section 2 we present the
Yukawa sector of the GTHDM. In section 3 we define the effective Hamiltonian and the Wilson
coefficients (WCs) for 1 → B`+`− transitions. Then, in section 4 we list the observables to be used
in our scans. Following this, our results from the global fit and predictions for future experiments
in colliders are discussed in section 5. Finally, we summarise our conclusions in section 6.

2. GTHDM

The GTHDM has been actively investigated in both its scalar and Yukawa sectors. These can
be written in three different ways, namely in the generic, Higgs and physical bases, all of them
related via basis transformations [18]. Here we review the Yukawa Lagrangian of the model as well
as the relevant theoretical constraints coming from stability, unitarity and perturbativity at leading
order (LO). We also make use of the precision electroweak constraints from the oblique parameters.
For a more comprehensive review of the model the reader is referred to [19–22].

2.1 Yukawa Lagrangian

The most general Yukawa Lagrangian in the generic scalar basis {Φ1,Φ2} reads [16]:

− L.D:0F0 = &̄0 (.D1 Φ̃1 + .D2 Φ̃2)D0
R + &̄

0 (. 31 Φ1 + . 32 Φ2)30
R + !̄

0 (. ;1Φ1 + . ;2Φ2);0R + h.c. , (1)
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where the superscript "0" notation refers to the flavour eigenstates, and Φ̃ 9 = 8f2Φ
†
9
. The fermion

mass matrices are given by

" 5 =
1
√

2
(E1.

5

1 + E2.
5

2 ), 5 = D, 3, ;. (2)

Notice that this matrices need to be diagonalized. This can be done through a bi-unitary transfor-
mation

"̄ 5 = +
†
5 !
" 5 + 5 ', (3)

where the fact that " 5 is Hermitian implies that + 5 ! = + 5 ', and the mass eigenstates for the
fermions are given by

D = +†DD
0, 3 = +

†
3
30, ; = +

†
;
;0. (4)

Then, Eq. (2) takes the form
"̄ 5 =

1
√

2
(E1.̃

5

1 + E2.̃
5

2 ), (5)

where .̃ 5
8
= +

†
5 !
.
5

8
+ 5 ', though each Yukawa matrix is not diagonalized by this transformation.

For this reason we shall drop the tilde from now on. Solving for . 51 we have

.
5

1,10 =

√
2

E cos V
"̄ 5 ,10 − tan V. 52,10 . (6)

Using the expressions above we can write the Yukawa Lagrangian in the mass basis as

−L.D:0F0 =D̄1
(
+12b

3
20%' −+20bD∗21%!

)
30 �

+ + ā1b;10%';0 �
+ + h.c.

+
∑

5 =D,3,4

∑
q=ℎ,� ,�

5̄1Γ
5

q10
%' 50q + h.c., (7)

where 0, 1 = 1, 2, 3 and

b
5

10
≡
.
5

2,10

cos V
−
√

2 tan V"̄ 5 ,10

E
, (8)

Γ
5

ℎ10
≡
"̄ 5 ,10

E
BV−U +

1
√

2
b
5

10
2V−U, (9)

Γ
5

�10
≡
"̄ 5 ,10

E
2V−U −

1
√

2
b
5

10
BV−U, (10)

Γ
5

�10
≡


− 8
√

2
b
5

10
if 5 = D,

8
√

2
b
5

10
if 5 = 3, ;.

(11)

At first, the total number of new complex Yukawa couplings to consider is 54. Considering
only their real parts and the ansatz

bD =
©­­«

0 0 0
0 bD22 bD2C

0 bDC2 bDCC

ª®®¬ , b3 =
©­­«

0 0 0
0 b3BB b3

B1

0 b3
1B

b3
11

ª®®¬ , b; =
©­­«

0 0 0
0 b;`` b;`g

0 b;g` b;gg

ª®®¬ , (12)

we get only 12 Yukawa parameters (i.e., ignoring 3 → 1 and 2 → 1 generation transitions).
Additionally, we will consider diagonal these matrices to be symmetric. Hence, the total number
of parameters to scan over is reduced by 3.
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3. Effective Hamiltonians for flavour changing transitions

There are only two independent flavour changing transitions that give rise to the majority of
the studied observables, and these are the neutral 1 → Bℓ+ℓ− transition and the charged 1 → 2ℓā

transition. In this section we write down the effective Hamiltonian for both of these transitions and
provide expressions for the BSM contributions to the Wilson coefficients (WCs) that arise in our
model.1

3.1 1 → Bℓ+ℓ− transitions

The effective Hamiltonian responsible for 1 → Bℓ+ℓ− transitions can be written as

Heff = −
4��√

2
+C1+

∗
CB

[ ∑
8=(,%

�8 (`)O8 + � ′8 (`)O ′8 +
10∑
8=7

�8 (`)O8 + � ′8 (`)O ′8

]
, (13)

where ` is the energy scale at which the WCs are defined, and

O9 =
42

16c2 ( B̄W`%!1) (ℓ̄W
`ℓ), O10 =

42

16c2 ( B̄W`%!1) (ℓ̄W
`W5ℓ), (14)

O( =
42

16c2<1 ( B̄%'1) (ℓ̄ℓ), O% =
42

16c2<1 ( B̄%'1) (ℓ̄W5ℓ), (15)

O7 =
4

16c2<1 ( B̄f
`a%'1)�`a , O8 =

6

16c2<1 B̄f
`a)0%'1�

0
`a , (16)

are the FCNC local operators encoding the low-energy description of the high energy physics that
has been integrated out. The prime operators are obtained by the replacement %' (!) → %! (') .
The WCs can be written as

�8 = �
SM
8 + Δ�8 , (17)

where �SM
8

is the SM contribution to the 8th WC and Δ�8 is the NP contribution, a prediction of the
GTHDMmodel. The SM contribution to the scalar WCs, � (′)

(,%
, is negligible, whereas for �7−10 we

have

Re(�SM
7,8,9,10) = −0.297, −0.16, 4.22, −4.06, (18)

as computed with SuperIso. We evaluate the NP scalar and pseudoscalar coefficients Δ� (′)
(,%

at tree
level, which is the LO contribution from the GTHDM [15]. Henceforth we will use the scalar and
pseudoscalar coefficients in the basis defined in SuperIso, i.e., � (

′)
&1,&2

= <1 (B)�
(′)
(,%

. The remaining
coefficients, Δ�7,8,9,10 first appear at one loop level and we therefore include the one-loop BSM
contributions to these in our analysis. These one-loop corrections can be split by contribution as
follows,

Δ�7,8 = �
W, 6

7,8 , (19)

Δ�9 = �
W

9 + �
/
9 + �

box
9 , (20)

Δ�10 = �
/
10 + �

box
10 . (21)

1These BSM new contributions for 1 → Bℓ+ℓ− and 1 → 2ℓā transitions were included in our local version of FlavBit
and might appear in a future release.

4



P
o
S
(
C
o
m
p
T
o
o
l
s
2
0
2
1
)
0
1
1

Likelihood analysis of the general 2HDM with Gambit’s FlavBit Cristian Sierra

where �/9,10 and �W7,9 come from the / and W penguins, respectively (figure 1), and �box
9,10 are

contributions from box diagrams, (figure 2). �68 is the WC related to the chromomagnetic operator
coming from gluon penguins and the NP contributions Δ�′7,8 are computed in [15].

Using the model files provided by FeynRules from [23], we generate in FeynArts the
one loop level Feynman diagrams for 1 → B`+`− transitions. After this, the amplitudes are
tensor decomposed inFeynCalc [24] and then, the resulting Passarino-Veltman functions are Taylor
expanded in the external momenta up to second order. Finally, the functions are integrated with
Package X [25].2

ℓ+�Fℓ−

/,W

}
1Fh

�+

Clh BF

ℓ+�Fℓ−

/,W

}
1Ff

C

�+~f BF

ℓ+�Fℓ−

1Fh
�+

Clh BF
/,W

} BF

ℓ+�Fℓ−

/,W

} h
�+

Clh BF1F 1F
Figure 1: Penguin diagrams for 1 → Bℓ+ℓ− transitions.

1 ℓ−

D E�−h
C

�
�+
h

a`B
B
� �

ℓ+(a)

1 ℓ−

D E�−h
C

�
�+
h

agB
B
� �

ℓ+(b)

1 ℓ−

D E�−h
C

�
, +
g

a`B
B
� �

ℓ+(c)

1 ℓ−

D E,−g
C

�
�+
h

a`B
B
� �

ℓ+(d)

Figure 2: Box diagrams for 1 → Bℓ+ℓ− transitions.

3.2 1 → 2ℓa semileptonic transitions

As a consequence of the new interactions between the fermions and the chargedHiggs, semilep-
tonic tree level flavour changing transitions appear in the GTHDM which have been extensively
studied in the literature [10, 11, 22, 27–29]. Therefore we include tree-level calculations of the
Wilson coefficients related to these in our analysis. The effective Hamiltonian responsible for the

2We additionally computed the WCs using the Modern ARtificial Theoretical phYsicist (MARTY-1.4) C++ package
[26], obtaining a very good numerical agreement compared to the resultant expressions from Package X.
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1 → 2ℓa transitions for the semileptonic decays of �-mesons, including the SM and tree level
GTHDM contributions can be written in terms of scalar operators in the form

Heff = �
21
("
O21
("
+ �21

'
O21
'
+ �21

!
O21
!
, (22)

where �21
("

= 4��+21/
√

2 and the operators are given by

O21
("

=
(
2̄W`%!1

) (
ℓ̄W`%!a

)
,

O21
'
= (2̄%'1)

(
ℓ̄%!a

)
,

O21
!
= (2̄%!1)

(
ℓ̄%!a

)
.

(23)

Given that the flavour of the neutrino in the final state can not be discerned by experiments, one has
to add (incoherently) to the SM the NP contributions associated with the LFV couplings b;

8 9
. The

tree levelWCs �21
'

and �21
!

will be given by the expressions,

�21' = −2
(+21b311 ++2Bb

3
B1
)b;∗
ℓℓ′

<2
�±

, �21! = 2
+C1b

D∗
C2 b

;∗
ℓℓ′

<2
�±

. (24)

4. Observables

In this section we present the observables included in the fit. We divide them in four sets: The
first one for FCNCs in 1 → B transitions and �meson rare decay observables, both of them affected
by the newWC contributions. The second set is associated with FCCCs observables that arise from
semileptonic 1 → 2ℓa decays and the mass difference Δ"B from �B − �B oscillations. Various
leptonic decays of mesons form the third set. Finally, the fourth set contains leptonic observables
associated with g and ` decays, among them the anomalous magnetic moment of the muon in
particular.

4.1 FCNCs and � rare decays

The most interesting tests of LFU violation with FCNC are given by the ratios of 1 → B;;

transitions

'( (∗) ) = Γ(�→  (∗)`+`−)
Γ(�→  (∗)4+4−)

, (25)

with Γ representing the decay width and  (∗) are kaons. As per our choice of Yukawa textures in
Eq. (12), here we only consider NP effects coming from the muon specificWCs, i.e., electronicWCs
are SM-like. Aside from this '( (∗) ) ratios, hints for LFU violation are found in many branching
fractions and angular observables related to � →  (∗)`+`− decays as a function of the dimuon
mass squared @2. In this work we use the same observables as in [8], with the predicted values
obtained with SuperIso and with likelihoods provided via HEPLike. A list of the included FCNC
observables can be found in Table 1.
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Observable Experiment
'( ∗) [0.045, 1.1] GeV2 0.66 ± 0.09 ± 0.03 [30]
'( ∗) [1.1, 6.0] GeV2 0.69 ± 0.09 ± 0.05 [30]
'( ) [1.1, 6.0] GeV2 0.846 ± 0.042 ± 0.013 [31]

BR(�B → `+`−) × 109 2.69+0.37
−0.35 [32]

BR(�→ -BW) × 104 3.32 ± 0.15 [5]
BR(�B → g+g−) × 103 < 6.8 at 95% C.L. [33]

BR(�+ →  +g+g−) × 103 < 2.25 at 90% C.L. [33]
BR(�B → `±g∓) × 105 < 4.2 at 95% C.L. [33]

BR(�+ →  +`±g∓) × 105 < 4.8 at 90% C.L. [33]
Raa
 

< 3.9 at 90% C.L. [34]
Raa
 ∗ < 2.7 at 90% C.L. [34]

Table 1: Experimental measurements of FCNCs observables and bounds for rare � decays considered in
our study. The Raa

 (∗)
parameters are related to 1 → Baa transitions as introduced in Eq.(4.6) in [15]. We

also include all the angular distributions and branching fractions of �0 →  ∗0`+`− decays, the branching
fractions of both �B → q`+`− and �+ →  +`+`− with measurements provided by the HEPLikeData
repository [35].

4.2 FCCCs observables

The most relevant FCCC observables are the ratios of semileptonic � meson decays to g and
light leptons, that is

'(� (∗) ) = Γ(�→ � (∗)ga)
Γ(�→ � (∗) ;a)

, (26)

where � (∗) are charmed mesons and ; is either an electron (4) or a muon (`). As of the time of
writing, the world average for the experimental measurement of the ratios '(� (∗) ) sits at a 3.1f
deviation from the SM prediction [5].

The GTHDM contributions to '(�) and '(�∗) from the effective Hamiltonian in Eq. (22)
can be written as,

'(�) =
1 + 1.5 Re(6gg

(
) + 1.0

∑ ��6g;
(

��2
3.34 + 4.8

∑ ���6`;
(

���2 , (27)

'(�∗) =
1 + 0.12 Re(6gg

%
) + 0.05

∑ ��6g;
%

��2
3.89 + 0.25

∑ ���6`;% ���2 . (28)

A summary of all FCCC observables included in this study is provided in Table 2.
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Observable Experiment
'(�) 0.340 ± 0.027 ± 0.013 [5]
'(�∗) 0.295 ± 0.011 ± 0.008 [5]
'4/` 1.01 ± 0.01 ± 0.03 [36]
g�2

(ps) 0.510 ± 0.009 [33]
�! (�∗) 0.6 ± 0.08 ± 0.04 [37]
Δ"B (ps−1) 17.741 ± 0.020 [5]

Table 2: Observables related to the charged anomalies considered in our study. We also include the
normalised distributions 3Γ(� → �ga)/(Γ3@2) and 3Γ(� → �★ga)/(Γ3@2) as measured by the BaBar
collaboration [38].

4.3 Leptonic decays of mesons

Beyond those described in Sections 4.1 and 4.2, there are additional leptonic decays included
in this study. The total decay width at LO for the process " → ;a in the GTHDM is computed as
[21, 39, 40]

BR("8 9 → ;a) = �2
�<

2
; 5

2
" g" |+8 9 |2

<"

8c

(
1 −

<2
;

<2
"

)2 [
|1 − Δ;;8 9 |2 + |Δ;;

′
8 9 |2

]
, (29)

where 8, 9 are the valence quarks of the meson " , 5" is its decay constant and Δ;;′
8 9

is the NP
correction given by

Δ;;
′
8 9 =

(
<"

<�±

)2
/;;′

(
.8 9<D8 + -8 9<3 9

+8 9 (<D8 + <3 9
)

)
, ;, ; ′ = 2, 3. (30)

where the relations

-8 9 =
E

√
2<3 9

+8: b
3
: 9 , .8 9 = −

E
√

2<D8
bD∗:8 +: 9 , /8 9 =

E
√

2< 9

b;8 9 , (31)

depend on the Yukawa textures. The list of fully leptonic decays of mesons included in this analysis,
for various mesons " , can be seen in Table 3.

Observable Experiment
BR(�D → ga) × 104 1.09 ± 0.24 [41]

BR( →`a)
BR(c→`a) 0.6358 ± 0.0011 [42]

BR(�B → ga) × 102 5.48 ± 0.23 [43]
BR(�B → `a) × 103 5.49 ± 0.16 [43]
BR(� → `a) × 104 3.74 ± 0.17 [33]
BR(� → ga) × 103 1.20 ± 0.27 [44]

Table 3: Additional leptonic decays of mesons considered in this work.
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4.4 Leptonic observables

There are a number of leptonic processes that are forbidden or suppressed in the SM but can
occur in the GTHDM. These include modifications to the form factors for ℓℓ′W, ℓℓ′/ and other
interactions, which lead to contributions to the anomalous magnetic moment of the muon, (6−2)`,
and LFV decays such as g → `W, g → 3` and ℎ→ g`. In the SM, the contributions to these LFV
observables are suppressed by the GIM mechanism, giving a very low experimental background,
but in the GTHDM LFV is allowed at one- and two-loop level through the couplings b;

8 9
in Eqs.

(9-11). All of the experimental measurements and upper bounds for leptonic observables are shown
in Table 4. For a more detailed explanation regarding the computation of the different contributions
at the one and two loop level to Δ0` in the GTHDM see [17].

Observable Experiment
Δ0` 2.51 ± 59 × 10−9 [45]

BR(g → `W) < 4.4 × 10−8 at 90% C.L. [33]
BR(g → 3`) < 2.1 × 10−8 at 95% C.L. [33]
BR(ℎ→ g`) < 1.5 × 10−3 at 95% C.L. [46]
(6`/64) 1.0018 ± 0.0014 [47]

Table 4: World average measurement of Δ0` and experimental bounds for the LFV decay and LFU
observables considered in our analysis.

5. Results

We perform the global fit of all constraints using the inference package GAMBIT, the Global
And Modular Beyond-the-Standard-Model Inference Tool3. GAMBIT is a powerful software frame-
work capable of performing statistical inference studies using constraints from collider [51], dark
matter [52], flavour [50] and neutrino [53] physics, as well as cosmology [54]. Our work enhances
the FlavBit and PrecisionBit [55] modules of GAMBIT to support the GTHDM. We also make use of
various external codes: SuperIso 4.1 [42, 56–58] for computing flavour observables, the 2HDMC
1.8 package [59] for precision electroweak constraints, the HEPLike package [60] which provides
likelihoods for the neutral anomaly related observables, and the differential evolution sampler Diver
1.0.4 [61].

The theoretical predictions of the model and the experimental likelihoods are either imple-
mented natively in GAMBIT or from external tools interfaced with GAMBIT. In particular, the
likelihoods related to 1 → B`+`− transitions are obtained from HEPLike, which retrieves experi-
mental results and their correlated uncertainties from the HEPLikeData repository. To efficiently
explore the parameter space, we employ the differential evolution sampler Diver, which is a self-
adaptive sampler. We choose a population size of NP = 20000 and a convergence threshold of
convthresh = 10−6. The data we present in this work comes from scans that took between 6 and 8

3GAMBIT is an open-source code and can be downloaded from its repository in
https://github.com/GambitBSM/gambit_1.0 where all related manuals and documentation can be found, in par-
ticular the two main GAMBIT manuals can be found at [48, 49] and the FlavBit module manual is available at
[50].
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hours of running time on the Australian supercomputer GADI with cores varying between 1400 and
2000.

5.1 Parameter space
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Figure 3: Profile likelihood ratios L/L<0G for different 2D plots of the parameter space for .D2,C2 ∈ [−2, 0].

We perform the parameter scans in the physical basis, i.e., where the tree-level masses of the
heavy Higgses, <� , <� and <�± are taken as input. The remaining model parameters are tan V,
<12 and the Yukawa couplings . 52,8 9 as in Eq. (8). In order to avoid collider constraints, we work in
the alignment limit choosing BV−U close to 1, and we select a conservative lower limit on the masses
of the heavy Higgses <�,�,�± ≥ 500 GeV. We also fix <� = <� in our study, motivated by the
requirement to satisfy the oblique parameter constraints which favour small mass splittings and in
order to simplify the sampling of the parameter space. The chosen priors on our scan parameters
are

tan V ∈ [0.2, 50], <12 ∈ [−1000, 2700]GeV, <�± , <� = <� ∈ [500, 4000]GeV,
.D2,CC ∈ [0.0, 2.0], .D2,22, .

D
2,C2 ∈ [−2.0, 2.0],

. 32,11 ∈ [−0.1 0.1], . 32,BB ∈ [−0.2, 0.2], . 32,B1 = .
3
2,1B ∈ [−0.01, 0.01],

. ;2,`` ∈ [−0.5, 0.5], . ;2,gg , .
;
2,`g = .

;
2,g` ∈ [−1.0, 1.0], (32)

We show in figure 3 different 2D planes with the most relevant parameters obtained by the scan.
The values for.D2,CC and.

D
2,C2 are displayed in the top left panel where we can observe that for the best
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Figure 4: One- and two-dimensional profile likelihoods for three of the Wilson coefficients computed from
the fit.

fit point |.D2,CC | ≈ |.
D
2,C2 | ≈ 0.6. Then, in the top right panel we see a preferred value for .D2,22 ≈ 1.1

(-1.1 for the positive sign solution of .D2,C2 from the degeneracy of solutions). This, along with the
lepton Yukawa couplings . ;2,`` and . ;2,g` (bottom right panel), helps to enhance the contributions
from the box diagrams in figures 2a-2b. Additionally, the LFV coupling . ;2,g` also contributes to
the �+ →  +`±g∓ decay, requiring |. ;2,g` | & 0.4 in order to get BR(�+ →  +`±g∓) × 105 < 4.8.
As for the. 32,8 9 couplings, we find.

3
2,BB = 0.1±0.1,. 32,B1 = 0.004±0.005 and. 32,11 = 0.017±0.005

assuming Gaussian distributions. In particular, both . 32,BB and .
3
2,B1 flip their signs for the positive

solutions of .D2,C2 whereas .
3
2,11 remains unaffected.

Finally, in the bottom right panel of figure 3 we observe that the preferred values for the charged
Higgs mass are of order 3 TeV with tan V ≈ 1. We find that the combined contribution of FCNC
likelihoods fits better the data for this particular mass range. Similarly, although values of tan V
up to 50 are possible in the GTHDM when using theoretical constraints alone, we identified that
once we take into account all flavour constraints, there is a clear preference for low values, close to
tan V ≈ 1, in agreement with [19, 62, 63].
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5.2 Neutral and charged anomalies

We find values for the Δ�9 WC consistent with model independent fits at the 1f level. In
this sense, the neutral anomalies can indeed be explained in the GTHDM as shown in figure 4.
Furthermore, coming from the quadratic dependence in the branching ratio BR(�B → `+`−), we
can see two regions of solutions for the scalar WC Δ�&1 , one of them containing the SM prediction
within 2f.

In order to better understand the contribution of the GTHDM to the various rates and angular
observables, we display various plots comparing both the SM and the GTHDM predictions along
the experimental data. We provide in figure 5 predictions for the angular observables in the (8 basis
using the same LHCb 2020 measurements and also the ATLAS 2018 [64] data. We can see that the
GTHDM fits better the LHCb data [65] in the large recoil region than the SM by 2f. We also note
that neither the SM or the GTHDM can explain the central values (with larger uncertainties) from
the ATLAS 2018 data.
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Figure 5: Predicted distributions for the form factor dependent observables in the (8 basis using both the
ATLAS 2018 [64] and the LHCb 2020 [65] data.

Last but not least important observables related to the 1 → B`+`− transitions are the ratios
'( (∗) ). Despite being only three bins in total [30, 31, 66], these measurements have been
intensively studied as they provide evidence for LFU violation. We include in our fit the latest
LHCb collaboration data for the '( ∗) and '( ) ratios from 2021 [31] and 2017 [30] respectively
and obtain the plots in figure 6, where we compare also to the Belle 2019 experiment data [67, 68].
The effect from the fit on the '( (∗) ) ratios is significant, explaining the LHCb 2021 measurement
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of '( ) at the 1f level.
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Figure 6: '( (∗) ) theoretical ratios compared to both the LHCb [30, 31] and Belle data [67, 68].
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Figure 7: '(�∗) versus '(�) correlated ratios. The cyan and orange lines are the 1f and 3f deviations
from the HFLAV average respectively.

The next interesting results are related with the charged anomalies, in particular we find that the
'(� (∗) ) ratio can (can not) be explained at the 1f level with the GTHDM, a result in agreement with
the phenomenological analysis of [40]. We furthermore corroborate that the constraint coming from
the �2 lifetime makes it very difficult to fit '(�∗) and '(�) simultaneously. In figure 7 we show
the preferred values by the profile likelihood. We see a slightly better performance of the GTHDM
compared to the SM with respect to the HFLAV average. Regarding the 3Γ(�→ � (★)ga)/(Γ3@2)
distributions measured by BaBar [38], we find that the GTHDMprediction is indistinguishable from
the SM, in agreement with [11]. We find furthermore that the longitudinal polarisation �! (�∗) is
strongly correlated with '(�∗) and the model is not able to explain the Belle measurement, giving
a best fit value of 0.458 ± 0.006.

5.3 Anomalous (6 − 2)`
With regards to the anomalous magnetic moment of the muon, (6 − 2)`, we find that a

simultaneous explanation using all the likelihoods defined before is not possible (solid red line in
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figure 8). However, when doing a fit to all other observables except the neutral anomalies, i.e.,
without using the HEPLike likelihoods, the model is able to explain the measured Δ0` by Fermilab
at the 1f level (dashed gray line in figure 8). Furthermore, when evaluating the performance of
the HEPLike likelihoods for the best fit value, we find a SM-like behavior with all NP WCs close to
zero, except for those scalar WCs that enter in BR(�B → `+`−).
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Figure 8: One-dimensional profile likelihood for Δ0`. The solid red line shows the result from the fit using
all likelihoods and observables defined in this study. The dashed gray line is obtained using all but the
HEPLike likelihoods instead.

5.4 Projections for future and planned experiments

Regarding LFV searches, we show in figure 9 the profile likelihood for the g → 3` and g → `W

branching ratios. We see that the best fit value for the g → 3` decay is well within the projected
sensitivity in the Belle II experiment [69] with a discovery potential for BR(g → 3`) ∼ 10−9.
Regarding the g → `W decay, we find that with the projected future sensitivity, the GTHDM
prediction could be confirmed with values for the branching ratio varying from 10−9 up to 10−8. As
mentioned earlier, the g → 3` decay receives contributions in the GTHDM from all tree, dipole and
contact terms, in such a way that a possible detection in the g → `W channel will not necessarily
imply a strong constraint for BR(g → 3`).

Finally, with respect to ℎ → g`, with the model best fit point values, we computed the
branching ratio BR(ℎ→ g`) obtaining values from 10−2 down to 10−6 which are within the future
sensitivity at the HL-LHC, reaching the 0.05% limit [70].

6. Conclusions and Outlook

We presented a frequentist inspired likelihood analysis for the GTHDM including the charged
anomalies, 1 → B`+`− transitions and the anomalous magnetic moment of the muon along with
other flavour observables. The analysis was carried out using the open source global fitting
framework GAMBIT. We computed the GTHDMWCs and validated them obtaining full agreement
with the one loop calculations reported in the literature. As expected, we found that the GTHDM
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Figure 9: BR(g → 3`) versus BR(g → `W). The magenta solid line is the combined Belle II experiment
future sensitivity obtained for both observables using a one-sided Gaussian upper limit likelihood function
at 90%C.L.

can explain the neutral anomalies at the 1f level. Additionally, we also confirmed that the model
is able to fit the current experimental values of the '(�) ratio at the 1f level, but it can not
accommodate the �∗ charmed meson observables '(�∗) and �! (�∗). Furthermore, we inspected
the fitted values for the angular observables in 1 → B`+`− transitions, obtaining in general a better
performance with the GTHDM in comparison to the SM.

Then, based on the obtained best fit values of the model parameters and their 1f and 2f C.L.
regions, we made predictions for BR(ℎ → g`) and the flavour violating decays of the g lepton,
BR(g → 3`) and BR(g → `W). We find predictions for BR(ℎ → g`) that are within the future
sensitivity of the HL-LHC or the ILC. Predictions for the g → 3` and g → `W decays are alos well
within the projected limits of the Belle II experiment.

Finally, in view of the latest experimental measurement made by the Fermilab Muon 6 − 2
Collaboration, we performed a simultaneous fit to Δ0` constrained by the charged anomalies
finding solutions at the 1f level. Once the neutral anomalies are included, however, a simultaneous
explanation is unfeasible.
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