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1. Introduction

We require the high statistics provided by the High-Luminosity LHC (HL-LHC) in order to
search for new physics at the electroweak-scale by investigating any small deviations to the standard
model. We can also probe challenging phase space by increasing the acceptance with new detectors
and new capabilities. In order to achieve the high statistics projected to be delivered by the HL-LHC
of around 4 ab−1 we need the instantaneous luminosity to increase to around 7.5 × 1034 cm−2s−1.
However, as a consequence of this we expect the number of parasitic collisions, called Pileup (PU),
to increase from around 40 in Run 3 to around 200 in Run 4. If we attempted to use the current
Phase-1 Level-1 Trigger (L1T) system and algorithms within HL-LHC environment of 200 PU,
we would need to output around 4 MHz in order to achieve the same Physics acceptance that we
currently have. The planned total allowed Phase-2 L1T (P2 L1T) bandwidth will be 750 kHz.

The CMS experiment will undergo many upgrades, including those to the L1T, High Level
Trigger, Data Acquisition, Tracker, Minimum Ionising Particle Timing Detector, Barrel Calorime-
ters, Endcap Calorimeter, Muon Systems, and Beam Radiation and Luminosity Instrumentation.
For what concerns the L1T, there will be new inputs from the silicon strip tracker, the High Gran-
ularity Calorimeter, and Gas Electron Multiplier detectors in the muon system. There will also
be upgrades from the Electromagnetic and Hadron Calorimeter back-end boards, and Drift Tube,
Cathode Strip Chamber and Resistive Plate Chamber back-end boards that comprise the rest of the
Muon detector.

The architecture of the L1T will be upgraded in order to allow data from all the new inputs.
Figure 1 shows the planned architecture for the P2 L1T. We will have a dedicated Global Calorimeter
Trigger, Global Muon Trigger, and Global Track Trigger which implements logic upon inputs from
Trigger Primitives or Local Reconstruction. Then there is the Correlator Trigger (CT) which takes
inputs from across the detector and the aforementioned Calorimeter, Muon and Track Triggers to
perform more sophisticated algorithms. Finally the Global Trigger takes inputs from the Calorime-
ter, Muon, Track and Correlator Triggers, as well as some external sources, to make the final logic
decisions of the L1T at a rate of 750 kHz. The allowed latency of the P2 L1T was increased from
3.8 𝜇𝑠 in Phase-1 to 12.5 𝜇𝑠 in Phase-2. This allows the L1T to read the inputs from across all the
new detectors and implement more complex algorithms.

All the boards in the P2 L1T design plan to use the same Xilinx VU13P FPGA, with more than
100 high-speed optical links running at speeds of up to 28 GB/s. However, different board families
will perform different functions and will have different firmware. The four main board families are
the X20, APx-F, BMT-L1 and Serenity. The latency is planned to be less than 9.5 𝜇𝑠, which gives
a 20% buffer.

2. Particle Flow

One of the key features of the P2 L1T is the CT which can implement sophisticated algorithms
allowing for higher level objects. The CT utilises particle-flow (PF) which has proven to be useful
in offline reconstruction during Run 2. A two layer system is used to achieve this. The first layer
produces PF candidates constructed from the matching of calorimeter clusters and tracks. It also
runs the Pileup Per Particle Identification (PUPPI) algorithm which mitigates the degradation of
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Figure 1.3: Functional diagram of the CMS L1 Phase-2 upgraded trigger design. The Phase-2 L1
trigger receives inputs from the calorimeters, the muon spectrometers and the track finder. The
calorimeter trigger inputs include inputs from the barrel calorimeter (BC), the high-granularity
calorimeter (HGCAL) and the hadron forward calorimeter (HF). It is composed of a barrel
calorimeter trigger (BCT) and a global calorimeter trigger (GCT). The muon trigger receives in-
put from various detectors, including drift tubes (DT), resistive plate chambers (RPC), cathode
strip chambers (CSC), and gas electron multipliers (GEM). It is composed of a barrel layer-1
processor and muon track finders processing data from three separate pseudorapidity regions
and referred to as BMTF, OMTF and EMTF for barrel, overlap and endcap, respectively. The
muon track finders transmit their muon candidates to the global muon trigger (GMT), where
combination with tracking information is possible. The track finder (TF) provides tracks to
various parts of the design including the global track trigger (GTT). The correlator trigger (CT)
in the center (yellow area) is composed of two layers dedicated to particle-flow reconstruction.
All objects are sent to the global trigger (GT) issuing the final L1 trigger decision. External
triggers feeding into the GT are also shown (more in Section 2.6) including potential upscope
(mentioned as ”others”) such as inputs from the MTD. The dashed lines represent links that
could be potentially exploited (more details are provided in the text). The components under
development within the Phase-2 L1 trigger project are grouped in the same area (blue area).
The various levels of processing are indicated on the right: trigger primitives (TP), local and
global trigger reconstruction, particle-flow trigger reconstruction (PF) and global decision.

processors as part of the detector backend. The reconstructed track parameters and track re-
construction quality flags are provided to the trigger system to achieve precise vertex recon-
struction and matching with calorimeter and muon objects. This key feature maximizes the
trigger efficiency while keeping the trigger rate within the allowed budget. A global track trig-
ger (GTT) will be included, to reconstruct the primary vertices of the event along with tracker-
only based objects, such as jets and missing transverse momentum. The GTT can also be used

Figure 1: The planned architecture for the P2 L1T which receives inputs from the calorimeters, muon
spectrometers and tracker. There are three global reconstruction level triggers: the Global Calorimeter
Trigger, the Global Muon Trigger, and the Global Track Trigger. The Correlator Trigger is comprised of
two layers dedicated to particle-flow reconstruction. The Global Trigger takes all the objects formed in the
reconstruction, as well as some external sources, to make the final logic decisions [1].

energy resolution due to PU. The second layer builds and sorts the final trigger objects. It also
applies additional identification and isolation requirements to those objects. We require both PF
and PUPPI in order to sustain Jets and Missing Energy thresholds similar to those used in Run 2.

All of the sophisticated PF algorithms still need to fit within the resources of the FPGAs.
For the Layer 1 we have the fully working PF and PUPPI algorithms working on Xilinx VU9P-2
boards, and plan to deploy and test on the larger VU13P-2 boards. Despite the complexity of these
algorithms we find there are still enough resources to expand with other algorithms in the future.
For the Layer 2 we have two well performing algorithms for the Jet finding: the SeedCone, and the
Histogram algorithms. We are currently working to expand the scope of identification and isolation
for the Neural Network Tau algorithms, NNTau, and the egamma identification. Figure 2 shows
representations of the resource usage for the Layer 1 Barrel, Layer 2 Jet SeedCone algorithm, and
Layer 2 NNTau algorithm, highlighting the space to potentially include other algorithms in the
future.

3. Highlights

Two recent highlights of the P2 L1T algorithm developments come in the form of an End to End
Neural Network (NN) for vertex finding [2], and a NN to identify jets originating from b-quarks [3].

The vertex finding algorithm is referred to as End to End as the track to vertex association is
optimised during the training of the network. In order to fit on the resources of the FPGA the NN
was both quantised, in which the weights, biases or activations were constrained to fewer values,
and pruned by removing redundant connections. In comparison to the baseline histogramming
algorithm we find the NN vertex finder has lower tails in the primary vertex (PV) z0 position
residual, given by z𝑃𝑉0 (True)−z𝑃𝑉0 (Reconstructed), for tt Monte Carlo (MC) simulation, where z0
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Figure 2: Example floor-plans of resource usage created with Vivado High Level Synthesis software on a
Xilinx VU9P FPGA. Representations of resource usage in the Layer 1 Barrel (left), the Layer 2 Jet SeedCone
algorithm (middle), and Layer 2 NNTau algorithm (right) are shown.

is the position along the beam axis. The algorithm returns a likelihood of a track belonging to the
PV with a flexible threshold, which can be used by downstream algorithms. The performance of
the NN algorithm in terms of making the correct association between the track and PV is increased
compared to the baseline. The PV z0 position residual and track association performance is shown
in Figure 3.

PV Resolution

Residual of the reconstructed vertex vs the true vertex for 3 different PV finding algorithms. The left plot shows the logarithmic plot 
highlighting the tails of the residual and the right plot is without logarithmic y axis showing the core of the resolution. In red is the 
baseline approach which has large tails due to mis-identified clusters in z0. The blue shows the NN approach and green shows the 
quantised version of the NN approach. The QNN uses qkeras layers in the network construction and trains with limited bit widths for 
internal weights and biases in order to reduce the firmware utilization of the network. 7

Track To Vertex Association

Receiver operating characteristic curve or true 
positive rate vs false positive rate for the track to 
vertex association where true positive is a PV 
track correctly assigned to the vertex and false 
positive is a PU track or fake track incorrectly 
assigned to the vertex. The baseline approach 
has a single point as it has one prediction based 
on its association bins whereas the NN approach 
has a threshold on which cuts can be made 
assigning the track to the vertex. The blue line 
shows the quantised version of the NN and the 
green line shows the floating point NN.

9
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Figure 3: The PV z0 position residual (left) and track association performance (right) of the End to End NN
vertex finding algorithm as compared to the baseline histogramming algorithm measured in tt MC [2].

The NN used to identify jets originating from b-quarks is implemented in the Correlator Layer
2. The algorithm runs on the PUPPI particles in each jet and discriminates between jets originating
from b-quarks and those from light quarks or gluons. Using the NN we gain better performance
compared to conventional triggers for di-Higgs masses less than 500 GeV. Figure 4 shows the L1
trigger efficiency as a function of di-Higgs mass for HH→bbbb events. For di-Higgs masses less
than 500 GeV the NN has a 68.9% efficiency compared to 61.4% efficiency using a QuadJet+HT
trigger.

4
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function of the di-Higgs mass at generator-
level.


The efficiency for the b-tag NN trigger is 
shown in red circles, the QuadJet+HT trigger is 
shown in green triangles, the QuadJet+HT 
trigger or Jets+Muon trigger is shown in blue 
squares. 


The bottom frame shows the ratio of the 
efficiency for each trigger option to the 
efficiency of the QuadJet+HT trigger.


We observe that the b-tag NN trigger increases 
the efficiency for events with low mHH by up to 
a factor of 1.5 over the QuadJet+HT or 
Jets+Muon triggers. The inefficiency of the b-
tag NN for large mHH events can be recovered 
by a combination with the QuadJet+HT trigger. 14

Figure 4: The L1 trigger efficiency as a function of di-Higgs mass for HH→bbbb events [3].

4. Physics Reach Examples

With the upgraded L1T system we now have access to tracker tracks, PF objects, and PV
information at the L1T, as well as an extension of muon and electron acceptance. This allows
us to trigger on rare B-meson decays, displaced jets, soft and correlated muons, Higgs candidates
produced through Vector Boson Fusion (VBF), displaced muons and leptons at high pseudorapidity.

An example of triggering on rare B-meson decays is with B0
𝑆 → Φ(K+K−)Φ(K+K−) decays [1].

This decay is a rare flavour changing neutral current process which is forbidden at the tree level
in the standard model. We can potentially trigger on the fully hadronic final state with L1 tracker
tracks. The aim would be to reconstruct the Φ candidates through pairs of oppositely charged tracks
originating from the same vertex. The B0

𝑆 candidates could then be reconstructed from pairs of
Φ candidates which originate from the same vertex. Figure 5 shows the possible resolution of B0

𝑆

candidates within the L1T system with respect to offline selection and background processes at the
L1T.

For triggering on VBF Higgs events either decaying to invisible particles or pairs of b-quarks,
we require the L1 PF reconstruction [1]. NN algorithms were separately trained on the two different
Higgs decays as signal events and using minimum bias MC as the background. The models were
pruned to remove connections with low weights, in order to fit onto the resources of an FPGA.
It is observed in simulations that the NN outperforms the cut-based trigger algorithms. Figure 6
shows the possible improvement in signal efficiency when using the NN algorthims at the L1T
compared to baseline cut-based algorithms. There are larger gains in the VBF Higgs→bb signal
where missing transverse energy triggers could not be used.

5. Summary

The High Luminosity LHC (HL-LHC) is required to gain large statistics for physics analyses,
but it comes at the price of a high number of parasitic collisions. The CMS experiment will
undergo many developments in order to capitalise on the HL-LHC, including utilising entirely new
detectors, as part of a Phase-2 upgrade. The Level-1 Trigger (L1T) will be upgraded in order
to not only cope with the harsh environments provided by the HL-LHC, but also to increase the
physics acceptance. Novel triggering solutions are being developed now for Phase-2. This includes

5
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Figure 4.12: Left: invariant mass distribution of all track pairs with opposite charge, |dz| (track-
pair)  0.6 cm, dxy (track-pair)  0.5 cm, and track pT� 2 GeV, where each track is assumed
to be a kaon. Right: Invariant mass distribution of all the f-pairs with 0.2  DR (f-pair) 
1, DR (K+, K�)  0.12, |dz| (f-pair)  0.6 cm, and dxy (f-pair)  0.5 cm. For both the panels,
the distributions are normalized to unit area. The signal and background distributions with L1
tracks are shown as red solid lines and green histograms, respectively. The distributions with
offline tracks are shown as blue dashed lines. An average pileup scenario of 200 is used.

firmware resource usage required by extrapolating from the current GT, which performs two-
track invariant mass calculations. The two-track mass calculation implemented on a VU9P,
the target FPGA for the GTT boards, uses two DSPs and is capable of processing a new mass
calculation each clock cycle. The B0

s ! ff ! kkkk simulation shows that in more than 99.9%
of signal events, less than 135 positively charged tracks, and less than 135 negatively charged
tracks with 200 pileup events are expected. A total of 18,225 two-track invariant mass calcu-
lations would be needed to fully process each signal event. Assuming a time multiplex factor
of 6 as planned for the GTT architecture described in Sec. 5.4, and a clock speed of 320 MHz
is estimated. This could perform the 18,225 two-track invariant mass calculations in 763 DSPs
per FPGA, or in about 11% of the total number of DSPs in a VU9P FPGA. The resource usage
is thus considered to be within a reasonable range for the system proposed.

Based on the encouraging performance prospects for B0
S ! f(k+k�)f(k+k�), other channels

that feature light meson candidates are considered. In the flavor sector, B0
S ! J/y(µ+µ�)f(k+k�)

is a classic signature for CP-violation studies, which is currently triggered on at CMS only by
the di-muon signature. The addition of a f candidate and the four track invariant mass would
allow the muon momentum thresholds to be reduced and increase acceptance to these decays
at L1.

Light meson candidates also offer interesting opportunities to study rare Higgs decays. Decays,
such as H ! fg or H ! rg have been proposed as probes of light quark Yukawa couplings [73–
75], which are otherwise very difficult to measure directly. Without the L1 track finder, these
decays can only be triggered on in single photon events, where some acceptance is possible,
but the momentum thresholds are generally higher than desirable for Higgs boson decays. A
light meson trigger based on a di-track resonance could be combined with a photon to help
reduce the pT threshold on the photon and thus increase the acceptance to these probes of rare
Higgs boson decays and potential indirect new physics signatures.

Figure 5: The possible resolution of B0
𝑆 candidates at the L1T with respect to offline selection and background

processes [1].

4.3. New L1 Trigger algorithms to extend Phase-1 physics acceptance 229

H ! bb signals. This is due to the observation that the DNN can distinguish between the two
signals, and therefore a training for an inclusive VBF trigger was not successfully accomplished
(although this is the study of ongoing research). The inputs to the DNN include the pT, h, and
f of the 3 leading jets; the total event HT; the di-jet pT, invariant mass, and DR of the jet pairs
built from these 3 leading jets. Additional input variables related to Emiss

T are also included
in the training, to enhance the sensitivity particularly to the H !invisible topology. These in-
clude the Emiss

T and Emiss
T f, as well as the Df between the di-jet system and the Emiss

T . In total,
24 input variables are used for the training. The network architecture consists of 3 fully con-
nected hidden layers with 72 nodes each, and an output layer with a single node representing
the final discriminant score. The activation functions were chosen as ReLU and sigmoid for the
hidden layers and output layer, respectively. In between the fully connected nodes, dropout
layers are inserted to prevent overtraining. A method known as Pruning is applied as a stage
in the training to remove connections with low weights in order to reduce the total number of
multiplications in the final DNN. After pruning roughly 4300 multiplications are required to
use the network to make each prediction. Details on the resource estimates for this network
can be found in Section 3.7.
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Figure 4.16: Signal efficiency in the full phase space and rate of different cut-based triggers
compared to dedicated DNN triggers trained for VBF H !invisible (left) and VBF H ! bb
(right).

The performance of the DNN trigger compared to the cut-based algorithms can be seen in
Fig. 4.16. The DNN is found to outperform any of the individual cut-based algorithms as
well as their logical OR. For the same rate as the logical OR of the inclusive Emiss

T and VBF
triggers, the efficiency to the VBF H !invisible signal in the full phase space is found to be
0.38 compared to 0.33. In addition, the DNN trigger was found to have an efficiency in the
phase space optimized for a single bin counting experiment of 0.86 compared to 0.81. It should
be noted, however, that a full analysis would not utilize just the single most sensitive bin, and
instead it could be redesigned to exploit the new phase space accepted by the DNN.

The gain in efficiency in the full phase space at the same rate is even greater for the VBF H ! bb
signal. In this case, the efficiency of the DNN trigger at the same rate as the logical OR of single-
jet, double-jet, HT, and inclusive VBF triggers was 0.49 compared to 0.36 for the logical OR of
the cut-based triggers. The efficiency of the DNN trigger at the same rate as the single-jet
trigger, which has the highest efficiency for any single cut-based trigger, was 0.38 compared to
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instead it could be redesigned to exploit the new phase space accepted by the DNN.

The gain in efficiency in the full phase space at the same rate is even greater for the VBF H ! bb
signal. In this case, the efficiency of the DNN trigger at the same rate as the logical OR of single-
jet, double-jet, HT, and inclusive VBF triggers was 0.49 compared to 0.36 for the logical OR of
the cut-based triggers. The efficiency of the DNN trigger at the same rate as the single-jet
trigger, which has the highest efficiency for any single cut-based trigger, was 0.38 compared to

Figure 6: The possible improvements in signal efficiency as a function of rate when using dedicated NN
algorithms at the L1T to trigger on VBF Higgs→invisible (left) and VBF Higgs→bb (right) decays [1].

developing Machine Learning (ML) techniques which have to fit onto the resources of the FPGAs.
Modern ML is possible due to the more powerful FPGAs and the tools needed to synthesise ML in
those FPGAs such as High Level Synthesis. It allows us to move from using simple algorithms at
the L1T to more complex offline-like algorithms. Examples of recent ML algorithm development
for the Phase-2 L1T have been shown. The physics reach will be extended with the upgraded L1T
system. A number of benchmark channels have been studied in order to understand the potential
improvement compared to Run 2 triggers.
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