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1. Introduction

Any data with an high variability of either data types or format can be considered "heteroge-
neous" and they are often acquired by distinct sources and combined together to be analyzed. This
lead to treating them with a scope which is completely different with respect the original one. The
presented integration is finalized to meet the demand specifically coming from a data analysis over
such heterogeneous datasets.

An important point when treating this kind of data is that they can differ not only in term of data
type or format definition, but, even worse, homogeneity still cannot be guaranteed within a given
data type. As an example, when looking at historical data, information coming within a certain time
frame can differ from another one depending on the methodologies adopted for its manipulation.

From a data analyst perspective there is no control on the data acquisition workflow and thus on
the procedure, if any, used for data model definition. This is completely in contrast with a classical
scientific experiment where the data model definition is one of the first steps to be implemented.

For all these reasons heterogeneous data are possibly ambiguous and redundant and, moreover,
they are very often of uncertain quality. For instance there is no guarantee not to have missing
values in any dataset. Also the lack of data description poses a challenge for what concern data
archival and data classification, i.e. the so-called "findability".

In addition, when heterogeneous data become also sensitive (for Medical Physics or other fields)
the level of complexity increases, in fact data handling and processing requires system certification,
i.e. both organizational and technical security measures must be adopted to hosts those type of data
and, then, to support the related processing and analysis.

INEN is a pioneer institution in the design and implementation of large-scale computing
infrastructures and applications, primarily developed to meet the needs of the latest generations of
high energy physics (HEP) experiments, now rapidly extending to other communities also in the
context of multidisciplinary research projects. The values that INFN can bring in this challenge
is summarized in three main areas: Data Analysis, to develop models and to implement statistical
data analysis; Data Curation and Data Management to organize and to integrate data, even collected
from heterogeneous sources; Integrated and Certified Computing Infrastructure provisioning, to
enable both data archival and data processing. The latter includes A ISO/IEC 27001, 27017, 27018
Certified infrastructure. This paper describes several software solutions developed in the context
of the PLANET project and coherently integrated following a cloud-native approach reflecting the
vision of INFN Cloud [1] and the related security technical and organizational measures, guidelines
and processes developed within the EPIC-Cloud [2]. In sec 2 we introduce the PLANET project
and the challenges it poses. Sec 3 we provide a comprehensive description of the requirement
analysis as well as the developed solution. Sec 4 an overview of the final architecture is reported,
while in Sec 5 we show the strategy toward a proper handling of sensitive data. Finally a summary
and future steps are summarized in Sec 6.

2. The PLANET use case

PLANET is an INFN-funded research initiative developed in synergy with the epidemiological
and medical knowledge at the University of Perugia. It aims at developing an observational
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(ecological) study to evaluate the association between air pollution and Covidl9, being aware
that severity Covid19 disease and deaths are also influenced by many variables (age, gender,
comorbidities, frailty, etc..). The study is based on the hypothesis that pollution may contribute to
the spread and/or the severity of Covid19, through two possible mechanisms:

* Acute: microparticles derived from fossil fuels might act as airborne carriers of virus;

* Chronic: exposure to microparticles and chemical pollutants might cause chronic lung injury,
exacerbating the consequences of viral infection.

The strategy of the project is to develop a ML-based study to evaluate a possible statistical association
between air pollution and Covid19 including also a wide variety of components that are expected
to influence rates of SARS-COV-2 diffusion and infection. The latter is one of the key features of
PLANET, this is why quite some effort has been made in order to collect heterogeneous data such
as: atmospheric data, population density, urban vs rural environment, mobility, socio-economic
conditions. To this end, data from several sources have been collected, namely: data from the
Regional Agency for Environment Protection (Agenzia Regionale per la Protezione dell’Ambiente,
ARPA) of Umbria region [3] (both sensors and models); both data from Copernicus Atmosphere
Monitoring Service (CAMS) and Climate data [4]; the Italian National Institute of Statistics (Istituto
Nazionale di Statistica, ISTAT) [5]; Deprivation Indexes; Epidemiological data. The latter currently
includes: Data from the Italian National Institute of Health (Istituto Superiore di Sanita, ISS); Data
from the Local Sanitary Agency (Azienda Sanitaria Locale, ASL) of Viterbo (IT); Data from
Liguria region. Personal data received by ISS and ASL have been managed in the context of the
organizational framework of the EPIC cloud, which ensures that the right agreements are in place
in order to comply with GDPR as both Data Controller (ISS data) and Data Processor (ASL Viterbo
data). All this variety makes PLANET a perfect occasion for INFN to develop a technical solution
which is possibly generic, extensible and reusable. To this end a key aspect consists in being based
on cloud-native paradigm, following the main assets of INFN Cloud project which represents the
driving force for the Cloud development of all INFN initiatives.

3. A Cloud native platform for heterogeneous data handling

A requirement analysis has been performed in order to identify the computing needs of the
PLANET project. One of the first key items that emerged is that the heterogeneous data acquired
should be kept and stored in its native format. Ideally data should remain in this condition until
it is necessary to define a structure for the related analysis. Analysts would like any data scheme
to be defined at analysis time rather than at archiving time due to the intrinsic heterogeneity of the
treated dataset. This requirement is also imposed by the data driven nature of the analysis strategy
where one needs to be able to come back and reprocess data at any time. Indeed, fixing any schema
upfront might result in loosing the opportunity to later explore new ideas. In addition the possibility
to retrieve data by type, find their location in the archive and possibly download it for a quick
inspection, translates in the need for some kind of catalogue avoiding data swamps scenarios.

Interfaces for any aspect of the data manipulation should be friendly and easy to learn. Indeed
the objective of the project should be focused on getting data insights and not to deal with technical
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configuration which might become obstacles on the analysis path. Also, given the ecological nature
of the project, new data sources can be identified along its lifetime, thus new source of information
might be added at any given point in time. Being able to reprocess automatically new data, through
the support of a workflow automation infrastructure, represents a great added value.

Eventually the request to be able to support both structured and unstructured data emerged in
order to extend the study to new sources. In summary we identified few key items to be taken into
account for the design of our solution:

* To use open source solutions that provides a sustainable longer term maintenance strategy
* To minimize in-house developments, limited to integration interfaces if needed
* To develop a clear and simple design in order to allow scalability and to ease operations

 To support automation and self-healing solutions. The system should react based on events
and/or manual triggers

* To adopt storage based solution for data archival in view of unstructured data and to avoid
multiple databases synchronization

* To enhance the use of metadata enabling FAIR [6] (Findable, Accessible, Interoperable,
Reusable) data management.

3.1 A storage centric design

Object storage technology [7], nowadays, is the most popular option in a cloud environment,
due to its versatility and its simplicity to integrate with other systems, along with a battle-tested
scalability. MinlO [8] is an open source object storage service, providing an "AWS S3-compatible"
storage. We decided to chose it as a core component to build our the cloud native solution. The S3
compliance of MinlO grants the possibility to support things like the use of [9], as well as to rely
on AWS Security Token Service (STS) [10] protocol for authentication (AuthN) and authorization
(AuthZ). The latter allowed us to combine native support for external OIDC [11] identity providers,
an important feature since it represents a strong requirement in order to support sensitive data
archival and processing. The powerful WebUI (provided out-of-the-box) is surely an added value
both from operational perspectives as well as from the end user point of view. Among others, the
MinlO’s capabilities we identified to be particularly relevant to us are:

* Bucket notifications that allows to send events to supported external services on specific
object or bucket events

* Support for customizable authorization policies webhook, like the one provided by OpenPol-
icyAgent service

* Metadata: it writes and operates on metadata and data together providing a granularity at the
level of individual objects [12]

Indeed the metadata handling represents one of the most important aspects in the design we
propose. Although the default set of metadata is managed only by the MinlO service, thus not
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very useful for the end-users needs, the possibility to enrich the file uploaded with additional user
defined metadata and tags are also supported. The enrichment process of course is completely up
to the users and, as a consequence, it allows to support any custom use case as the user can define
metadata for any purpose. We firstly focused on a simple example to validate the enrichment process
enforcing the enrichment with a minimal set of information in order to know which data are in the
archive at any point in time, thus to be able to retrieve files and/or to filter them given a specific
data type. In such a way we effectively uses MinlO not only as a data storage but also as a metadata
manager, avoiding the need to use any external service, and to rely on S3 APIs to search and inspect
the buckets before a real file download. We adopted this approach in order to enable the possibility
for the user to specify extra information as metadata and to upload them during the data injection
as shown in Fig. 1 To this end we developed a Go [13] component with a very basic GUI that ease

{
d ETag:124f5ff208b5bcfd1c897014498a07a9 \
Key:umbria-54050-7
LastModified:2021-10-88 07:53:42 +0000 UTC
Size:16668
ContentType:json J
O = el a [} ATaEN e e EEaTa] aTeraral
/ UserMetadata:map[
Info_field:coronavirus \
Info_region:Umbria
Info state:Italy
Len:15
Result fields:[note denominazione regione residenti data codice geo
lat_geo guariti guariti_clinici tasso_positivi_x1660
deceduti stato long geo tamponi eseguiti in isolamento domiciliare
isolamento_volontario tipo _geo tamponi_positivi casi positivi
denominazione geo sign_positivi x1000 attualmente_positivi
nuovi positivi di cui ricoverati con sintomi
codice reglone usciti da isolamento ricoverati totale
di cui ricoverati in terapia intensiva status] J
Nt ey results _
Ir ¥ +
UserTags:mapl]
UserTagCount:1
Owner:{DisplayName: ID:}
Grant:[]
StorageClass:
IsLatest:false
IsDeleteMarker: false
VersionID:
ReplicationStatus:
Expiration:0801-01-01 €0:00:00 +60600 UTC
ExpirationRuleID: Err:=nil=>

(

Figure 1: Simple example of metadata enrichment.

the process of extending metadata while uploading file. This was a pre-requisite to actually enable
the proposed injection flow. In this scenario the user will upload any file to a specific bucket (i.e.
RAW data Bucket), then, data will be processed and validated (meaning that for each uploaded file
the related metadata is verified). Upon success the file is moved to the Validated repository and
made available for the users for further processing. In case of the metadata check failure, the file
is moved into a Triage bucket, a sort of limbo where the files are not completely available because
they lack associated metadata. It is important to note as validation process is based on checks that
the users can define and modify at any point in time. The solution is completely agnostic of the
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specific type of file, and the files in the limbo can be re-checked and the related metadata can be
fixed. As anticipated in Sec 3 the goal is to fully automate the validation processes, meaning that
we do not expect a per-file check to be performed by humans. Humans need just to declare which
kind of check is needed for a given use case and/or category of data, and, obviously, to ensure the
proper metadata enrichment. In this respect the bucket notifications support of MinlO become the
technology enabler.

3.2 Enabling PLANET pipelines

Stored data can be friendly enriched with user level metadata. The MinlO services support
bucket notification which might be used as a trigger for further actions. What we needed then is an
event-driven automation and, at least, a simple web service to make the metadata usable by the end-
users. To cope with the automation requirement we decided to use Argo Workflows [14], an open-

MinlO Argo Hook
user
|, Register Source Event
Event PUT on Bucket Raw
Upload >
Bucket Raw
Notify ol
Event PUT on bucket Raw
Create >
Using Sensor
Interact
Validate uploaded data and copy in Validated or Triage
MinlO Argo Hook
user

Figure 2: Flow of the interactions between MinlO and Argo implemented in PLANET to support the
automated metadata validation.

source container-native workflow engine for orchestrating complex workflows on Kubernetes [15]
with a declarative approach. Also, it is capable of binding the execution of a configured workflow
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to the reception of different kind of events. The framework providing this functionality is named
Argo Events. In other words it is possible to register a reaction to a specific event coming, for
instance, from the MinlO bucket notification system. To summarize, it is possible to create a trigger
for a particular event that happened on MinlO such as the arrival of new data in a bucket, thus we
decided to implement the workflow as reported in figure 2. Argo listens to a specific event on the
MinlO storage (eventName: ’ObjectCreated: Put’) that will trigger the workflow execution through
an Argo hook called "sensor". Such a hook is the heart of the flow, it is where the real interaction
with the object storage happens. The hook is de-facto a containerized application which can be
any user defined action coded in any preferred language. In our case we developed a simple Go
program in charge of validating the data inserted by the user in the bucket Raw and contained in the
message sent by the MinlO notification. The check is performed against few key parameters that we
configured all the possible metadata as compulsory. Also, the hook is responsible for moving data
either into the Validated or the Triage bucket, depending on the result of the validation process. All
of these actions do not require any human action other then the metadata enriched data injection
following the rules that should match the validation check. Users will be notified when data goes
into the triage since at that point there are actions required to fix the inconsistency. One of the main
reason in order to implement this metadata enrichment, and the related validation, has been to allow
data findability. As discussed in section 3, indeed the user should be capable to explore the content
of the archive and possibly find the data to retrieve it or just to access and inspect it. To achieve
this objective we developed a lightweight web service which implements the flow described in the
schema as reported in fig. 3.

User Web-app U Web-app server collector MinlO

populate index >

populate 3

get files' metadata

using MinlO API

selecle a metadata

call search >

searct

Y

e resull files

send results

show results

User Web-app U Web-app server collector MinlO

Figure 3: Workflow of the metadata interaction implemented by the custom web-app

At first, after the user login, there is an automatic metadata indexing occurring at the service
level, than it will enable an efficient search procedure. Also, this can be re-triggered by the user
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itself or another event managed by Argo, e.g. when a new file is uploaded or at the end of the
day. The collector is the entity responsible of the storage interaction, for retrieving user capability
information, and the actual metadata collections, no other repositories or databases are involved.
When the user will select specific metadata, the collector will then respond with the file list that
satisfies the metadata filter.

3.3 A multi user analysis environment for data analysis

Once data are injected, the last requirement is to allow an easy-to-use interface to inspect
and to analyse the datasets. A rather obvious decision made in this respect has been to provide
a JupyterHUB [16] instance properly configured to manage user authentication and authorization,
based on external OIDC IDP such as INDIGO-IAM [17]. The PLANET project deployed a dedicated
instance of such an identity provider (i.e., https://planet-iam.cloud.cnaf.infn.it/) which is used by
all the deployed services in the stack as shown in figure 5. In this way we provided a multi-user
JupyterHub instance which is able to support the on-demand spawning of customizable Uls, and
which allow a user level definition of the runtime environment requirements. In other words, every
user can customize the Ul based on the analysis specific needs. A utility named sts-wire [18] has
been developed in order to provide the user with a POSIX-like [19] experience while accessing
data stored on the object storage. It is meant to allow an easy and authenticated (and authorized) to
explore bucket contents, not to support any highly I/O data processing, but rather to facilitate a first
content insight. From the technical perspectives it is based on the following key elements:

* oidc-agent [20]: a software allowing to manage the lifetime of OIDC tokens ( JSON Web
Token [21]. ) that is required for a secure authentication with the remote services.

* AWS STS AssumeRoleWithWebldentity: a protocol APIs to allow the creation of temporary
credentials exchanging JWT returned from a configured OpenlD Identity Provider

* rclone: a command-line program to manage files on many cloud storage, including S3, and

with the ability to mount the contents as a virtual filesystem

INDIGO-IAM

Welcome to PLANET

1 e

Jupyter

| E—

Figure 4: Integrated jupyter hub system for data access and data analysis
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sts-wire has been fully embedded in the Jupyter environment by meaning that any JupyterLab
instance, that is automatically spawned, handles the installation and the configuration of the sts-
wire against the planet dedicated services. Also it automatically setup oidc-agent accounts and
keep refreshing token. All this process does not require any human action, beside the request to
spawn the server. Finally sts-wire provides the support for accessing data from any user remote
work station.

4. Status of the architecture

The system described in the section 3 has been fully integrated, deployed, and made available
to the PLANET project. It is what the project named PLANET DatalLake. Technically wise, all the
services are deployed over a Kubernetes dedicated instance as shown in figure 5. Helm charts [22]
have been developed so that the complete platform deployment is completely automated and easy to
replicate anywhere via a declarative configuration, enabling an easy adoption also for other projects,
one of our initial aim. All the stack has been integrated with the INDIGO-IAM and, as a matter
of fact, it represents a SSO experience. Any exposed front-end, being it for data injection, data
analysis or to simply find the data, follows the very same pattern for what concern authentication
and authorization.

. Data Analysis Argo Workflow definition

Indigo 1AM ‘-_ '
- U7 Metadata
retrieve | "L @
7 7 o T _
V .. workflows k8s
o oo ® Stateless Platform
E webapp |
Jupyter | 7 argo
v == -
S’ " ™~
Ep FUNCTION
pos Metadata check
Z Content inf and register . |
&3 - \ |
. Raw location -
access -
. Table name $ E
\ / i T |
/ el Wit @ ul )
o - '. Z L o my -
. : 0
. . s
hd =

o
%« IIIIIIII o MINIO
g Data Metadata ‘

A

Data ingestion i Metadata Enrichment :

Figure 5: A complete high level schema of the PLANET Architecture
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5. Support to sensitive data through the INFN EPIC-Cloud

As anticipated one of the challenge we wanted to address is the sensitive data handling, being
PLANET in the conditions of treating medical data. The General Data Protection Regulation
(GDPR) is in force since 2018 and mandates to apply the principles of lawfulness; fairness and
transparency; purpose limitation; data minimisation; accuracy; storage limitation; integrity and
confidentiality; and accountability. A strong governance structure is essential to standardise privacy
and to develop privacy by design and default as required by the Regulation. For this reason, we
decide to adopt the EPIC Cloud (Enhanced PrIvacy and Compliance): a partition of INFN Cloud
certified ISO/IEC 27001. EPIC is not only a provider of resource, but mainly a set of well defined
technical and organizational security measures, with well defined structures and responsibilities.
More in detail, EPIC consists of an OpenStack instance and of a set of ancillary services managed in
the context of an Information Security Management System (ISMS), which enables us to guarantee
the adoption of high security standards and to guarantee the compliance to GDPR and other privacy
laws and regulations. In EPIC the security posture is stronger than the one normally provided to HEP
researcher. The EPIC ISMS is implemented in accordance with the ISO/IEC 27001 guidelines.
Moreover, it complies with the ISO/IEC 27017 ( i.e., Code of practice for information security
controls based on ISO/IEC 27002 for cloud services), and with the ISO/IEC 27018 (i.e., Code of
practice for protection of personally identifiable information (PII) in public clouds acting as PII
processors).

Among the organizational measured adopted in EPIC it worth mentioning:

* the definition of a clear organizational structure, with specification of accountability and
responsibility (RACI matrices).

* the definition and documentation of a clear and measured organizational processes cover-
ing information security incident management; risk management; compliance management;
personnel competence, skills and awareness management.

* the adoption of a robust authentication/authorization system providing 2-factor authentication,
segregation of duties and account lifecycle management.

* the adoption and enforcement of the Least Privilege policy.

* the adoption of the Privacy by design methodology, which can be summarized by the following
principles: Proactive not reactive; preventive not remedial; Privacy as the default setting;
Privacy embedded into design; Full functionality positive-sum, not zero-sum; End-to-end
security-full lifecycle protection; Visibility and transparency -keep it open; Respect for user
privacy -keep it user-centric [23].

* Encryption at-rest (backup) and in-transit.

At the time of writing we actually started the migration process, that is, the platform described
in section 4 is moving in to the EPIC system. The compute part has been fully implemented as
show in the figure 6. This is the first step toward the full migration, where all the stack will be
hardened applying the technical measures required to improve the security of the whole system.

10
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Figure 6: Schema of the current EPIC based platform for PLANET project

6. Summary and future

PLANET is a multidisciplinary project aiming at analyzing heterogeneous and sensible data.
In order to enable effective data processing, a generic cloud-native platform has been successful
prototyped and made available at INFN Cloud. The developed system is highly centred on metadata
management and enrichment, this guided several technical choices during the design phase. The
event based system for the workflow automation represents a key element, and the early adoption
resulted very promising with no show stoppers. Further enhancements are expected and a concrete
example is the automation of data reprocessing. There is an ongoing activity to move the PLANET
platform inside the EPIC-Cloud environment, with the main objective to harden the current platform
applying the technical measures required to improve the security of the whole system. We envision
this as a very generic solution, and we foreseen that this will be integrated and made available as an
"open" and generic and reusable platform EPIC compliant within the INFN Cloud ecosystem. This
would be the natural evolution toward an integration of data from multiple information sources, as
well as to support descriptive, predictive and real time analysis.
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