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We present new insight into the ongoing machine learning analysis of KASCADE experiment
archival data, that contain air shower events with ∼ 1 − 100 PeV primary energy. The aim of the
study is to improve the accuracy of high-energy cosmic rays mass composition reconstruction with
respect to the standard KASCADE technique. We introduce five mass groups: protons, helium,
carbon, silicon and iron nuclei and interpret the reconstruction process as a classification task.
We employ a random forest technique as well as two promising neural network architectures —
a self-attention perceptron and a convolutional neural network. These models are being trained
with KASCADE CORSIKA simulations. We examine the behavior of the mass composition
reconstruction for several hadronic interaction models and additionally check the credibility of our
methods with a small "unblinded" part of the real KASCADE data.
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1. Introduction

High energy cosmic rays (CRs) — charged particles that are reaching the Earth from space
were studied extensively during last several decades. Despite the significant improvement in both
experiment and simulation techniques, important questions of their origin and behaviour remain
unanswered (see e.g. [1, 2] for a review). In particular, the transition between CRs of galactic and
extragalactic origin is expected to occur somewhere in a three-decade wide interval between the
“knee” and the “ankle” of their spectrum. But the precise position of the transition region is unclear
as well as the CR mass composition around this region. The knowledge of the latter would shed
light on the nature of CR sources and the mechanism of CR production. The absence of the answers
to these questions for such a long time is due to the several interrelated problems: the reconstruction
of mass and charge of CRs is complicated because of their indirect detection (via air-showers), the
identification of the sources of CRs is complicated as well because of a poor knowledge of their
charge and the value of galactic magnetic field. Moreover, different models of hadronic interactions
give significantly different predictions for the same particles.

In these proceedings we present the results of a new analysis of KASCADE experiment archival
data [3], that are provided by the KCDC service [4]. The analysis aims at a better separation of
individual primary mass groups with a help of machine-learning techniques. Comparing to our
previous study presented in Ref. [5], where only the random forest method was used, in this study we
also employ convolutional neural net and self-attention perceptron. We estimate the accuracy of the
methods and its dependence on the hadronic interaction models using the KASCADE Monte-Carlo.
We also test the viability of the method with a small “unblinded” part of the real data. The neural
nets show somewhat better mass-groups separation power than the random forest.

The outline of the text is the following: we briefly describe the MC and data we use in
section 2 and the machine learning methods we employ — in section 3. In section 4 we estimate
the performance of our methods with Monte-Carlo and unblinded data and conclude in section 5.

2. Data

We use KASCADE pre-selection data sets. The full archive consists of ∼ 300 M air shower
events in energy range ∼ 1 − 100 PeV, detected by a 16x16 array of scintillating detectors during
experiment operation from 1996 to 2013. The events contain the following reconstructed air shower
features: energy 𝐸 , shower core coordinates (𝑥, 𝑦), arrival direction (zenith angle \, azimuthal
angle 𝜙), muon and electron numbers (log10 𝑁𝑒, log10 𝑁`) and shower age (𝑠); raw readings from
𝑒/𝛾 and ` detector stations and arrival times that represent a time stamp of first particle hitting the
detector for a given event.

The KCDC [4] service provides CORSIKA [6] simulations of air-shower events generated for
five CR primary mass groups: H, He, C, Si and Fe. These simulations provide the same properties
as in the real data, reconstructed using the actual detector response. An example of the KASCADE
experiment event is shown in Fig. 1. The detectors energy deposits in data sets are presented as
16x16 arrays. In this study we use only an integral signal of each detector for a given event but do
not use a timing of this signal.
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Figure 1: Example of the experimental event in the dataset. The matrices of arrival times, 𝑒/𝛾 and ` deposits
are shown. Reconstructed features of the event: log10 (𝐸/eV) = 15.45, \ = 19.37◦. Note, KASCADE does
not have detector stations in the central 2x2 part for arrival times and 𝑒/𝛾 deposits and in central 8x8 part for
` deposits. These areas are represented in the figure as unresponsive.

In this research we use the quality cuts recommended by KASCADE collaboration [7]: \ < 18◦,
𝑥2 + 𝑦2 < 91 m, log10 𝑁𝑒 > 4.8, log10 𝑁` > 3.6. We use the cut on the shower age set by KCDC:
0.2 < 𝑠 < 1.48, it is somewhat tighter than the original KASCADE cut (0.2 < 𝑠 < 2.1).

3. Machine learning methods

We use several different machine learning (ML) methods for event-by-event mass group classi-
fication. We are starting with a Random Forest (RF). This is the classical ML approach, which is our
baseline. In our implementation it takes as input only reconstructed features of the event (energy,
zenith angle, etc.) provided by KCDC. To incorporate more data to the analysis we use neural
networks. These models accept energy deposits from 𝑒/𝛾 and ` detector stations. In particular, we
design a convolutional neural network (CNN) and self-attention multi-layer perceptron (MLP).

All the models are trained with three data sets, corresponding to three modern hadronic
interaction models: QGSJet-II.04 [8], EPOS-LHC [9] and Sybill 2.3c [10].

The data sets are divided into train, validation and test ones. Throughout the paper, we use train
and validation sets for model’s training (validation set is used for early stopping to avoid overfitting
and hyperparameter tuning of the models). All the obtained models are evaluated on test sets of the
corresponding data sets.

3.1 Random Forest

At first, we train the Random Forest classifier, it predicts the particle type directly for individual
events for five mass groups. The following reconstructed features of the air shower were used as
input parameters: 𝐸 , 𝑥, 𝑦, \, 𝜙, log10 𝑁𝑒, log10 𝑁`, 𝑠. The model was implemented and trained in
scikit-learn package [11]. The hyper-parameters of the model were optimized using Grid Search
algorithm.

3.2 Convolutional neural network

Next, we developed a convolutional neural network for event-by-event classification of mass
groups. The architecture of the presented model is similar to LeNet-5 [12], with integral signals
from 𝑒/𝛾 and ` detector stations for each event as input. Also, we append to the first dense layer
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Figure 2: Confusion matrices for Random Forest Classifier models trained using three different hadronic
interaction models (a) QGSJet-II.04, (b) EPOS-LHC and (c) Sybill 2.3c. True mass groups are normalized
per unit.
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Figure 3: Confusion matrices for CNN models trained using three different hadronic interaction models (a)
QGSJet-II.04, (b) EPOS-LHC and (c) Sybill 2.3c. True mass groups are normalized per unit.

of the model the following reconstructed features: log10 𝑁𝑒, log10 𝑁`, 𝑠. It helps to speed up the
convergence of the model. This classifier is implemented in PyTorch [13]. The model has ∼ 30 000
trainable parameters.

3.3 Self-attention multi-layer perceptron

The last model is MLP. The key feature of the model is the self-attention layers [14]. This model
is also trained for event-by-event classification of mass groups. The inputs of the MLP are integral
signals from 𝑒/𝛾 and ` detector stations only. This classifier is implemented in TensorFlow [15].
It has ∼ 36 000 trainable parameters.

4. Results

The confusion matrices of the Random Forest classifier, CNN and Self-attention perceptron
are shown in Fig. 2, 3, 4 respectively. For all models, we see a diagonal structure of the confusion
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Figure 4: Confusion matrices for MLP models trained using three different hadronic interaction models (a)
QGSJet-II.04, (b) EPOS-LHC and (c) Sybill 2.3c. True mass groups are normalized per unit.

Mass group RF Classifier CNN MLP
H 3.67% 1.99% 2.49%
He 2.96% 2.52% 2.87%
C 3.11% 2.58% 6.05%
Si 3.25% 3.52% 3.14%
Fe 3.51% 3.84% 3.65%

Table 1: MAE between true and predicted fractions of mass groups for different models. All the results are
performed for QGSJet-II.04 hadronic interaction model.

matrices. The best discrimination is observed for the lightest and the heaviest mass groups of
particles (H, Fe).

To estimate the uncertainty of the method for each mass component we computed the mean
absolute error (MAE) between its true fraction in ensembles and the predicted one. For this purpose
we create 2000 random ensembles of 5000 events each using the test set.

The obtained results are shown in Table 1. For the sake of compactness we show only the
results for QGSJet-II.04 hadronic interaction model. As can be seen from the table, most MAEs
are in the range of about 2 – 4%. Only the MAE of the C component for MLP model is at 6% level.

In Fig. 5 we show the true spectra (they set to ∼ 𝐸−2.7 in KCDC Monte-Carlo) and the
reconstructed spectra of separate mass components for QGSJet-II.04 model Monte-Carlo and CNN
reconstruction. One can see, that the NN reconstruction does not lead to significant distortions
of the spectra and satisfactory predicts the mass composition. We did not perform the unfolding
corrections for the reconstruction of these spectra and leave this for further studies.

To test our methods for possible hidden systematics we use a semi-blind data analysis in this
study. Namely, we divided KASCADE experimental data into blind and unblind parts at a ratio of
80%:20%. The blind data part is not used here and left for full-scale composition study. While
the unblind part is used for the test of the composition reconstruction method. In Fig. 6 we shown
the spectra for the separate mass components of the unblind part of the KASCADE data according
to the reconstruction of CNN model trained with QGSJet-II.04 Monte-Carlo. One can see that the
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Figure 5: Spectra for the CNN model trained using QGSJet-II.04 hadronic interaction model. The figures
represent true (left) and reconstructed (right) spectra by the model from the test part of QGSJet-II.04
simulations dataset.

spectra of separate mass groups are smooth at lower energies where the statistical errors are small
enough. This behaviour of the spectra increases the credibility of our composition analysis method.
At the same time the relation of different mass groups spectra is different than that reconstructed
with the standard KASCADE methods [16], although that reconstruction was based on the older
hadronic interaction model QGSJet-II.02. We also need to note that the usage of the full data set
and the unfolding methods would change this picture. Therefore, we left this issue for a future
analysis.

5. Conclusion

We have presented the updated results of a mass composition analysis of the KASCADE air
shower experiment archival data provided by the KASCADE Cosmic ray Data Center. We have
trained and implemented the modern machine learning models to the KCDC data and Monte-Carlo
and built the new event-by-event mass groups classifiers. It was shown that the accuracy of the
neural nets classifiers are in general higher than that of the random forest method. The accuracy
of the estimation of the separate mass group prediction within a mixed composition data set was
performed and was found reasonable, of order few percent. The application of the method to
the unblind part of the experimental data reveals no unexpected artifacts, therefore providing an
additional justification of our reconstruction.
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Figure 6: Mass composition spectra on the unblind experimental data (20% of the whole dataset) for the
CNN model trained using QGSJet-II.04 hadronic interaction model.
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