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We determine parton distribution functions (PDFs) from the fit to deep-inelastic-scattering (DIS)
data for the proton and deuteron targets and the fixed-target Drell-Yan (DY) data by the E605 and
E866 experiments at Fermilab. Full set of the next-to-next-to-leading (NNLO) QCD corrections
to the evolution kernel and to the coefficient functions is taken into account. Thanks to the DY
data, the experimental error in sea quark distributions is less than 20% up to x ∼ 0.7, while the
error due to variations of the factorization and renormalization scales is less than or comparable
to the experimental one.
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Determination of parton distribution functions (PDFs) in nucleon with next-to-next-to-leading
order (NNLO) accuracy in QCD is important for testing perturbative stability of theoretical pre-
dictions for scattering cross sections in hadron collisions [1]. The NNLO coefficient functions to
deep-inelastic-scattering (DIS) were computed in [2]. Thanks to recent calculations of the NNLO
evolution kernels [3] and the NNLO corrections to the coefficient functions of the Drell-Yan pro-
cess [4], self-consistent determination of the NNLO PDFs from a fit to combined DIS and DY data
is possible. The purpose of this paper is to present the results of such a fit.

In the analysis, we use charged-lepton DIS data [5] together with the results of Fermilab high-
statistics experiments on fixed-target muon pair production. The latter provide data for the isoscalar
target [6] and the ratio of cross sections for the deuteron and proton targets [7] with the accuracy
better than 20% at x . 0.6. It turns out that these data are indispensable for constraining sea quark
distributions in the nucleon. This happens because for x . 0.6 the DIS data constrain valence quark
distributions with the precision of about 1% [8]; therefore, the combined fit enables determination
of the sea distributions with accuracy comparable to the precision of the DY data.

In order to suppress sensitivity to higher twist (HT) terms, the DIS data with Q2 < 2.5 GeV2

and W < 1.8 GeV are not used in the fit. Nevertheless, HT terms are taken into account through the
target mass correction and additional dynamical HT terms, parameterized in a model-independent
way using cubic splines. The lowest value of Q2 for the DY data used in the fit is about 25 GeV2;
therefore, the HT terms are inessential for these data.

For the deuteron DIS data we apply corrections for nuclear effects, which include Fermi mo-
tion, shadowing, and off-shellness of the nucleon [9]. Since we have sufficient confidence in these
corrections, we do not apply a cut on x and include in the fit the DIS data points up to x = 0.9, the
largest value available in the set of Ref.[5]. The nuclear corrections to DY cross sections are not
taken into account since the DY data used in the fit are concentrated in the region where nuclear
effects are small. Heavy-quark contributions to the DIS cross section are taken into account within
the massive factorization scheme using calculations of Ref. [10]. For the kinematics of the DY data
used in the fit, the heavy-quark contribution is unimportant and we did not consider it.

We choose Q = 3 GeV as the initial value for QCD scale evolution. The PDFs at that scale are
parameterized as follows

xpi(x,Q = 3 GeV) = Nixai(1− x)bi x(γ1x+γ2x2+···). (1)

Since the DIS and DY data constrain the strange quark sea distribution poorly, we use the
dimuon data by CCFR collaboration [11] to fix it. The normalization factors Ni for the valence
quark and gluon distributions are calculated from other parameters in Eq.(1) using the fermion
number and momentum conservation sum rules, respectively. For the non-strange sea distributions,
they are fitted to the data together with ai, bi, and γi. Coefficients γi give us sufficient flexibility
to arrange for appropriate shapes of distribution functions; they are consequently added to Eq.(1)
until statistically significant decrease of χ 2 is achieved. It turns out that for the valence quark
distributions we have to keep γ1,2 and for the sea and gluon distributions keeping just γ1 is sufficient.

The non-strange sea PDFs obtained in the fit to combined DIS and DY data with their 1σ error
bands determined from statistical and systematic uncertainties in the experimental data are given
in Fig.1. We observe significant improvement in the precision of the sea distributions compared
to the analysis based on the DIS data only. The achieved precision of the total sea distribution is
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Figure 1: The central values (solid) and the 1σ bands for the PDFs extracted from the combined DIS and
DY data (red) compared to one based on the DIS data only (blue). The points at lower panel give results of
the analysis of Ref. [7].

in good agreement with the expectation based on relative uncertainties of the DIS and DY data
used in the fit. The value of χ 2/NDP obtained in the fit is 1.1 and the spread of χ 2/NDP over
separate experiments is not dramatic; its largest value is about 1.4. We rescaled the errors in data
for experiments with χ2/NDP > 1 in order to bring χ 2/NDP for these experiments to 1 and found
that an overall impact of this rescaling on the PDFs errors is marginal. This proves sufficient
statistical consistency of the analyzed data and disfavors criterion ∆χ 2 = 100 used by the CTEQ
collaboration in their fit [12]. Given good consistency of the data, we can estimate the error in
PDFs using statistically rigorous criterion ∆χ 2 = 1. As the result, the errors in sea distributions
obtained in our analysis are much smaller than uncertainties given by the CTEQ collaboration (see
Fig.2). Finally, we note that PDFs obtained in our analysis are rather stable against variations
of the factorization and renormalization scales in the DY cross section, Fig.2. Variation of these
scales within the range Mµ+µ−/2 < µ < 2Mµ+µ− leads to changes in PDFs comparable to their
uncertainties due to errors in the data.
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Figure 2: The 1σ errors in PDFs due to the uncertainties in data obtained in this analysis (red) compared to
one obtained by the CTEQ collaboration (blue) and to the uncertainties due to variation of the renormaliza-
tion/factorization scale (green).
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