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Bayesian inference provides a unified framework for data analysis. Bayesian methods for parameter estimation are now used extensively in cosmology, but Bayesian model selection is still relatively new to the CMB community. We begin by introducing the concept of the Bayesian evidence and explain its use in model selection. After illustrating the approach with some simple examples, methods for computing the evidence are presented, including Gaussian approximation, the Savage–Dickey density ratio, thermodynamic integration and nested sampling. We also present some recent methods for performing efficient nested sampling. The use of the evidence in a cosmological context is then illustrated through some brief case studies. In particular, we outline how the evidence can be useful in general cosmological model selection, primordial power spectrum modelling, rotating universe modelling, checking the consistency of datasets, component separation and object detection.
1. Introduction

The general topic of statistical analysis of CMB data is a very wide area. Rather than present a very broad overview, we instead concentrate on a single unifying topic, namely the use of the evidence in Bayesian inference. Bayesian methods for parameter estimation are now very widely accepted within the CMB community, but the use of the evidence to select between different models for the data is a relatively recent development. We begin by introducing the concept of the evidence, then explain how it can be computed and conclude by illustrating its use in a number of cosmological examples.

2. Model selection and Bayesian evidence

Let us begin by defining the evidence in completely general terms. Suppose we collect a set of \( N \) data points \( D_i \) \((i = 1, 2, \ldots, N)\), which we denote collectively as the data vector \( D \). Suppose further that we propose some model (or hypothesis) \( H \) for the data that depends on a set of \( M \) parameters \( \theta_j \) \(( j = 1, \ldots, M)\), that we denote by the parameter vector \( \theta \).

Bayes’ theorem states that

\[
\Pr(\theta|D,H) = \frac{\Pr(D|\theta,H)\Pr(\theta|H)}{\Pr(D|H)},
\]

where the meaning of each term is as follows. The prior \( \Pr(\theta|H) \) represents our state of knowledge (or prejudices) about the parameter values before analysing the data. This is modulated by the likelihood, \( \Pr(D|\theta,H) \), of the data given a particular set of parameter values. This product gives (to within a constant factor) the posterior \( \Pr(\theta|D,H) \), which encodes all the inferences regarding the parameters \( \theta \). The normalisation of the posterior is given by the evidence \( \Pr(D|H) \), and it is this quantity that may be used to decide which of a set of alternative models best describes the data.

Suppose, for example, that we have two alternative models \( H_0 \) and \( H_1 \) for describing a dataset \( D \), where \( H_0 \) depends on the parameter set \( \theta_0 \), and \( H_1 \) on the set \( \theta_1 \). For \( H_i \) \((i = 0, 1)\), the probability density associated with the observed data \( D \) is

\[
\Pr(D|H_i) = \int \Pr(D|\theta_i,H_i)\Pr(\theta_i|H_i)\,d\theta_i.
\]

In either case \( H_0 \) or \( H_1 \), the evidence is the average of the likelihood with respect to the prior. Thus a model has a large evidence if more of its allowed parameter space is likely, given the data. Conversely, a model has a small evidence if there are large areas of its allowed parameter space with low likelihood values. Hence evidence naturally incorporates Occam’s razor: a simpler theory is preferred to a more complicated one, unless the latter is significantly better at describing the data.

In performing model selection, one then merely needs to consider the ratio

\[
\frac{\Pr(H_1|D)}{\Pr(H_0|D)} = \frac{\Pr(D|H_1)\Pr(H_1)}{\Pr(D|H_0)\Pr(H_0)},
\]

in which the prior probabilities of the hypotheses also appear. It is often true that \( \Pr(H_0) = \Pr(H_1) \), in which case the preferred model is simply that with the largest evidence. In some cases, however, the priors are not equal and the proper form (2.3) should be used.
2.1 A simple example

A real case (reported in the newspapers) in which Bayesian model selection has been applied concerned a Belgian one Euro coin (see [16]). In a coin tossing experiment the coin came down heads 140 times, and tails 110. What is the evidence ratio for $H_1$ ‘it is biased’ versus $H_0$ ‘it is fair’?

Clearly one can only answer this with a definite form for $H_1$, so let us assume $H_1$ corresponds to a uniform prior over $[0, 1]$ for the probability $p$ of heads: so $Pr(p|H_1) = 1$. Then,

$$Pr(D|H_1) = \int Pr(D|p,H_1)Pr(p|H_1)dp = \int_0^1 p^{n_H}(1-p)^{n_T}dp = \frac{n_H!n_T!}{(n_H+n_T+1)!}$$

Meanwhile, if the coin is fair then $Pr(D|H_0) = (1/2)^{n_H+n_T}$. Thus, for the numbers given, the ratio of evidences is

$$\frac{Pr(D|H_1)}{Pr(D|H_0)} = \frac{2^{250}140!110!}{251!} = 0.48.$$ 

If the two hypothesis are equally likely a priori, so that $Pr(H_0) = Pr(H_1)$, then (2.3) shows the hypothesis $H_0$ that the coin is fair is favoured by 2 to 1 relative to our alternative hypothesis $H_1$. As discussed in [16], by different choice of priors on $p$, tailored to be more favourable to the outcome actually observed, it is possible to reverse the sense of this comparison. However, even the most extreme choice of prior is unable to match the type of ‘probability’ in favour of $H_1$ that standard frequentist significance methods yield.

2.2 Another simple example (more relevant to astronomy)

Suppose we have data at known sample points and want to know if there is a ‘trend’ present (see Fig. 2). Thus, the two alternative models for the data are: $H_1$: $y_i = a_0 + a_1x_i + \epsilon_i$ and $H_0$: $y_i = a_0 + \epsilon_i$, where $\epsilon$ is a noise vector belonging to $N(0, \sigma^2)$ (say). To perform a model selection, we need to specify priors on $a_0$ and $a_1$. If we let these be uniform (and uncorrelated) over $(-\infty, \infty)$ then we can perform the integrals analytically (the actual form of priors is not too important if data is definitive). In this case, one finds that

$$\frac{Pr(D|H_1)}{Pr(D|H_0)} = \sqrt{\frac{2\pi \sigma^2}{\sum(x_i-\bar{x})^2}} \exp \left\{ \frac{\sum (x_i - \bar{x})(y_i - \bar{y})^2}{2\sigma^2 \sum(x_i-\bar{x})^2} \right\},$$ 

(2.4)
which depends on the (positive) exponential of the correlation coefficient squared. Note that one aspect we have glossed over here is that the use of an infinite range has led to improper priors on $a_0$ and $a_1$, and there has been no attempt in (2.4) to deal with the infinite normalisation factors which arise from these. Despite this, the emergence in this approach of the correlation coefficient as the important statistic, is clearly satisfying.

3. Evaluation of the evidence

In general, evaluation of the evidence integral (2.2) has to be performed numerically, and is computationally challenging. For ease of notation, let us first rewrite Bayes’ theorem (2.1) as

$$
\Pr(\theta|d, H_i) = \frac{\Pr(d|\theta, H_i)\Pr(\theta|H_i)}{\Pr(d|H_i)} \rightarrow P_i(\theta) = \frac{L_i(\theta)\pi_i(\theta)}{E_i},
$$

so that the evidence integral becomes

$$
E_i = \int L_i(\theta)\pi_i(\theta) d\theta.
$$

If the dimension $M$ of the parameter space is small ($M \lesssim \text{few}$), one may calculate the unnormalised posterior $\bar{P}_i(\theta) = L_i(\theta)\pi_i(\theta)$ over a grid in parameter space and perform simple quadrature to obtain the evidence trivially. For higher-dimensional problems, this approach rapidly becomes impossible and one needs to find alternative methods.

3.1 Gaussian approximation to the posterior

The simplest approach is to use a multivariate Gaussian approximation to the ‘unnormalised’ posterior about its peak (see e.g. [7])

$$
\bar{P}_i(\theta) \approx \bar{P}_i(\hat{\theta})\exp\left[-\frac{1}{2}(\theta - \hat{\theta})^t V^{-1}(\theta - \hat{\theta})\right],
$$

where $V^{-1} = -H = -\nabla\nabla \ln \bar{P}_i(\theta)|_{\theta=\hat{\theta}}$ is the inverse covariance matrix. In this approximation, the evidence integral is analytic and given by $E_i \approx (2\pi)^{M/2} |V_i|^{1/2}L_i(\hat{\theta})\pi_i(\hat{\theta})$. Hence the log evidence ratio is

$$
\ln \left( \frac{E_0}{E_1} \right) = \ln \left( \frac{\hat{L}_0}{\hat{L}_1} \right) + \frac{1}{2} \left( M_0 - M_1 \right) \ln(2\pi) + \ln \left( \frac{|V_0|}{|V_1|} \right) + \ln \left( \frac{\hat{\pi}_0}{\hat{\pi}_1} \right),
$$

Figure 2: Linear regression.
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Figure 3: Gaussian approximation to the posterior for the standard \( \Lambda CDM \) model with parameters \((\omega_b, \omega_c, \theta, \tau, \ln A, n_s)\), where \( \theta \) is the ratio of the angular diameter distance to the sound horizon at decoupling; the data sets used are WMAP1, ACBAR, CBI, VSA, SDSS and HST. The black contours are derived from \( 10^4 \) MCMC samples and the red contours are the Gaussian approximation (from [27]).

where the hats on variables denote their values at the peak of the posterior. In particular, we note that

\[ \ln(\hat{L}_0/\hat{L}_1) = -\frac{1}{2} \Delta \hat{\chi}^2 \]

if the likelihoods are Gaussian, and

\[ \ln(\hat{\pi}_0/\hat{\pi}_1) = \ln(\Delta \theta_1/\Delta \theta_0) \]

if the priors are uniform with widths \( \Delta \theta_i \).

In using this approach, it can be useful to choose ‘normal’ parameters to improve the accuracy of the approximation. In cosmological parameter estimation in particular, the Gaussian approximation can be made very accurate by using the ‘physical’ variables proposed by [13] (see Fig. 3).

3.2 Savage–Dickey density ratio

The Gaussian approximation is poor for complicated or multimodal posteriors, especially in the wings of the distribution and at any abrupt cut-offs resulting from priors. One can, however, calculate an exact evidence for an arbitrary posterior using the Savage–Dickey density ratio [6], provided: (i) \( H_0 \) and \( H_1 \) are nested hypothesis, which implies \( L_0(\theta) = L_1(\theta, \psi = \psi_0) \); and (ii) the prior on the parameters is separable, which implies \( \pi_1(\theta, \psi) = \pi_0(\theta)\pi_1(\psi) \). In this case, the evidence ratio becomes

\[ \frac{E_0}{E_1} = \frac{P_1(\psi_0)}{\pi_1(\psi_0))}, \]

where \( P_1(\psi_0) = \int P_1(\theta, \psi_0) d\theta \) is the properly normalised marginalised posterior for the model \( H_1 \), evaluated at \( \psi = \psi_0 \). The main problem with this method, however, is that the estimation of the marginalised posterior needs MCMC sampling, often requiring some annealing to probe the wings of the distribution. Hence the resulting evidence value is stochastic and is often just as difficult to evaluate in practice as the more general methods we discuss below.
3.3 MCMC sampling and thermodynamic integration

Calculating the evidence using MCMC sampling (with annealing) from the full posterior requires no assumptions regarding hypotheses or priors. The basic method is thermodynamic integration (see e.g. [9]). One begins by defining

\[ E(\lambda) = \int L^\lambda(\theta) \pi(\theta) d\theta, \quad (3.1) \]

so the required evidence value is \( E(1) \). One then performs MCMC sampling from \( L^\lambda(\theta) \pi(\theta) \), starting with \( \lambda = 0 \) and slowly raising its value according to some annealing schedule until \( \lambda = 1 \).

The \( N_s \) samples corresponding to any particular value of \( \lambda \) may be used to obtain an estimate of the quantity

\[ \langle \ln L \rangle_\lambda = \frac{\int (\ln L) L^\lambda \pi d\theta}{\int L^\lambda \pi d\theta} \approx \frac{1}{N_s} \sum_{i=1}^{N_s} \ln L(\theta_i), \]

From \( (3.1) \), this quantity can also be written as

\[ \langle \ln L \rangle_\lambda = \frac{dE}{E d\lambda} = \frac{d \ln E}{d \lambda}, \]

and so the (log of) the evidence is given by

\[ \ln E(1) = \ln E(0) + \int_0^1 \langle \ln L \rangle_\lambda d\lambda \approx \sum_{j=1}^{N_j} \langle \ln L \rangle_{\lambda_j} \Delta \lambda_j, \]

where we use the fact that \( E(0) = 1 \), and where \( N_j \) and \( \Delta \lambda_j \) are the number of \( \lambda \) values and the corresponding stepsizes in the annealing schedule.

Although entirely general in its applicability, thermodynamic integration clearly produces evidence values that are stochastic. The major problem, however, is that accurate evidence values require slow annealing. Moreover, common schedules, such as linear or geometric ones, can get stuck in local maxima. Nonetheless, [21] proposes a ‘selective annealing’ method in which ‘bad’ regions die without tunneling and no ‘good’ sample is ever destroyed. This method is not so troubled by the existence of local optima, but the annealing still slows at phase transitions of the system. It is also worth noting that, independent of its use in thermodynamic integration, annealing can greatly improve MCMC chain mobility during burn-in by applying the likelihood gradually.

3.4 Nested sampling

A new technique for efficient evidence evaluation (and the production of posterior samples) has recently been proposed by [22]. In this approach, one begins by defining the quantity

\[ X(\lambda) = \int_{L(\theta) > \lambda} \pi(\theta) d\theta, \]

which is simply the prior mass contained within the region of parameter space over which the value of the likelihood exceeds \( \lambda \). It is useful also to define the inverse function \( L(X) \), such that \( L(X(\lambda)) = \lambda \). One may now make a change of variable that converts the multi-dimensional evidence integral \( (2.2) \) into the one-dimensional integral (see Fig. 4).

\[ E = \int L(\theta) \pi(\theta) d\theta = \int_0^1 L(X) dX. \]
Figure 4: Geometrical interpretation of the variables in nested sampling.

1. Set \( j = 0 \); initially \( X_0 = 1 \), \( E = 0 \)
2. Sample \( N \) points \( \{ \theta_i \} \) randomly from \( \pi(\theta) \) and calculate their likelihoods
3. Set \( j \rightarrow j + 1 \)
4. Find point with lowest likelihood value \( (L_j) \)
5. Remaining prior volume \( X_j = t_j X_{j-1} \) where \( \Pr(t_j|N) = N t_j^{N-1} \); or just use \( \langle t_j \rangle = N/(N+1) \)
6. Increment evidence \( E \rightarrow E + L_j w_j \)
7. Remove lowest likelihood point from active set
8. Replace with new point sampled from \( \pi(\theta) \) within hard-edged region \( L(\theta) > L_j \)
9. If \( L_{\max} X_j < \alpha E \) (where \( \alpha = \) some tolerance) \( \Rightarrow E \rightarrow E + \sum_{i=1}^N L(\theta_i)/N; \) stop else goto 3

Figure 5: The nested sampling algorithm and its pictoral representation (the latter from [16]).

Let us now suppose one can evaluate \( L_j = L(X_j) \) where \( 0 < X_m < \cdots < X_2 < X_1 < 1 \). In this case, one can therefore estimate \( E \) by any numerical method:

\[
E = \sum_{j=1}^m L_j w_j, \tag{3.2}
\]

where \( w_j \) are an appropriate set of weights; for a simple trapezium rule \( w_j = \frac{1}{2}(X_{j-1} - X_{j+1}) \).

In nested sampling the summation (3.2) is performed as illustrated in Fig. 5. The key advantages are that: (i) in cosmological applications nested sampling typically requires ~ 100 times
fewer samples than thermodynamic integration to calculate evidence to same accuracy; (ii) nested sampling does not get stuck at phase changes, unlike thermodynamic integration. In addition to efficient evaluation of the evidence, posterior samples are easily obtained as a by-product. One simply takes the full sequence of sampled points $\theta_i$ and weights the $i$th sample by $p_i = L_i w_i/E$. For example, if one were interested in deriving constraints on some quantity $Q$, its mean and standard deviation are given by

$$
\mu_Q = \sum i p_i Q(\theta_i), \quad \sigma_Q^2 = \sum i (p_i Q(\theta_i) - \mu_Q)^2.
$$

The main problem to address in the nested sampling algorithm is how to sample efficiently from the prior (which is often uniform) within some complicated, hard-edged likelihood constraint. This is not well-suited to standard MCMC techniques. The best published technique thus far [19] involves fitting an ellipse to the active points and selecting within it, but this is still problematic in a number of ways, particularly for multimodal posteriors. This difficulty is illustrated in Fig. 6 (left panel), from which it is clear that sampling from the single ellipse will have a very low acceptance rate. Moreover, this problem becomes rapidly worse as the number of dimensions increases.

In such a situation, one would instead wish to sample from the two separate ellipses illustrated in Fig. 6 (right panel), in which case the acceptance rate would remain very high. [20] propose a clustered nested sampling algorithm that can accommodate multimodal posteriors. In this approach k-means clustering (see [16]) is used to find exactly two clusters at each stage of the nest. The volumes of the enclosing ellipsoid(s) in the clustered and unclustered cases are calculated and the clusters accepted if the total enclosing volume is reduced by a specified fraction and the clustered ellipsoids do not overlap. The process is then repeated hierarchically. The advantage of this approach is that one need not know the number of clusters in advance and it provides an elegant method for parallelising the process. Nonetheless, the method would still be inefficient for elongated ‘banana-shaped’ degeneracies. Fig. 7 shows the samples obtained in applying the algorithm to a simple toy posterior consisting of three Gaussian peaks. The estimated log-evidence value is

$$
\ln E_{est} = -5.16 \pm 0.09 \text{ as compared with the true value } \ln E_{true} = -5.22.
$$

4. Cosmological applications of Bayesian model selection

Although the use of the evidence to perform Bayesian model selection is relatively new in
cosmology, there already exist a number of areas in which it has been applied. In this final section, we give a brief outline of some of these investigations, with the aim of illustrating the wide range of applications for the evidence.

4.1 Extending the cosmological parameter set

The most obvious use for the evidence in a cosmological context is in deciding whether the existing cosmological data imply the need for more free parameters than in the standard $\Lambda$CDM model. In this application, the hypotheses (models) are clearly nested. Care must be taken, however, since evidence values clearly depend on the choice of parameterisation and the associated priors. It must also be remembered that evidences for different models can only be compared when considering the same (combined) dataset.

Several investigations have been performed using different evidence evaluation methods. The earliest use of evidence in this context was by [10] in relation to fixing or varying the Hubble parameter. In terms of full, multi-parameter cosmological model fitting to combined datasets, however, [23] presented the first account, in which thermodynamic integration was used to evaluate evidences for a set of models of increasing complexity, namely $\Lambda$CDM + $\Omega_k + f_{\nu} + (R, n_s)$. Subsequently, [1] used the Gaussian approximation and thermodynamic integration to investigate the model set $\Lambda$CDM + 3 isocurvature mode models; [27] used the Gaussian approximation and the Savage–Dickey density ratio to evaluate evidences for the model sets $\Lambda$CDM-HZ + $n_s + \Omega_k$ and $\Lambda$CDM + simple isocurvature mode; and [19] used nested sampling to select from the model set $\Lambda$CDM-HZ + $n_s + w$. All find the maximum evidence for the standard $\Lambda$CDM model with a variable power-law index $n_s$.

4.2 The form of the primordial power spectrum

More extensive investigations into the preferred model for the primordial power spectrum have been performed by [2] using Bayesian evidence. Fig. 8 shows the models of the primordial power spectrum considered. In particular, the ‘Lasenby & Doran’ spectrum results from a cosmological model with a novel boundary condition that restricts the total conformal time available to the universe [15]. Also investigated was a ‘broken spectrum’ model that consisted of two scale-invariant sections joined by a sloping line segment. Some example evidence results are given in Table 1, from which we see that the Harrison-Zel’dovich ($n_s = 1$) model is strongly disfavoured relative to
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Figure 8: Models of the primordial power spectrum: parameterised models (left) and free-form fit in bins (right).

<table>
<thead>
<tr>
<th>Model</th>
<th>$\ln E_i - \ln E_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant $n$</td>
<td>0.0 ± 0.5</td>
</tr>
<tr>
<td>H-Z</td>
<td>-4.4 ± 0.5</td>
</tr>
<tr>
<td>Running</td>
<td>-0.8 ± 0.6</td>
</tr>
<tr>
<td>Cutoff</td>
<td>0.4 ± 0.5</td>
</tr>
<tr>
<td>Broken</td>
<td>-2.7 ± 0.6</td>
</tr>
<tr>
<td>Binned</td>
<td>-6.1 ± 0.6</td>
</tr>
<tr>
<td>Lasenby &amp; Doran</td>
<td>4.1 ± 0.5</td>
</tr>
</tbody>
</table>

Table 1: Differences of log evidences (for primordial parameters) for all models with respect to single index model within a current (near) concordance cosmology: $\Omega_0 = 0.024$, $\Omega_b h^2 = 0.0229$, $h = 0.61$, $\Omega_{cdm} h^2 = 0.118$, as compared to the Lasenby & Doran model (treated as a template).

4.3 A rotating universe and Bianchi models

Several authors have commented on a significant North/South asymmetry in the WMAP data, plus strange alignments between low multipoles. [11] fitted a Bianchi VII$_h$ template to the WMAP sky and found a best fit with $\Omega_0 = 0.5$. The coldest part of the template corresponds with a non-Gaussian spot found in [28] and investigated further in [4]. However, $\Omega_0 = 0.5$ is in conflict with most other astrophysical indicators. Can one achieve the same in models including $\Lambda$? This has recently been investigated by [12] and a full Bayesian exploration of the parameter space of this model has been performed by [3].

Generally, a non-zero $\Lambda$ has the effect of the shortening conformal time available, and so one needs very small $h$ values in order to get similar smaller scale effects. One discovers it is impossible to find a good model in which the Bianchi template cosmology values match those of a background cosmology that fits existing data (e.g. the acoustic peaks). Nevertheless, it is still interesting to
evaluate the evidence for the Bianchi VII$_h$ model, treating it merely as a template. How much do we really need it in our data?

As an illustration, we can simulate maps containing Bianchi templates with different vorticities and see how well the evidence value can discriminate between models with and without a Bianchi component. From Fig. 9, we find that we start to be able to discriminate, at about the level of the original Bianchi template. Indeed, considering this for the real data (no $\Lambda$ now), then in [3] evidence is found in favour of the introduction of a Bianchi template. Since the original version of this paper, however, new calculations have shown that the evidence difference is only weak (less than 1 unit in $\ln E$ for both the WMAP1 and WMAP3 data sets), so the jury is still out on whether the introduction of a template of this kind is really needed.

4.4 Combining cosmological datasets

One often estimates cosmological parameters by a joint analysis of a number of datasets. The standard technique for independent datasets is simply to multiply likelihoods. Freedom exists, however, in the relative ‘weight’ given to each dataset; this weighting is usually ad-hoc – datasets are excluded (weight zero), or included (weight unity). Instead one can include weights as hy-
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Figure 10: Left: posterior ellipses for joint data sets with differing geometric degeneracies with a centre separation of 7 units. Right: the corresponding ratio $R$ for each case (and the case where the axis orientation $\theta = \pi/6$) as a function of the separate of the centres of the distributions (from [18]).

<table>
<thead>
<tr>
<th>Basic parameter</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_b$</td>
<td>(0.005, 0.05)</td>
</tr>
<tr>
<td>$\omega_{dm}$</td>
<td>(0.01, 0.4)</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>(−0.3, 0.3)</td>
</tr>
<tr>
<td>$h$</td>
<td>(0.4, 0.9)</td>
</tr>
<tr>
<td>$n_s$</td>
<td>(0.8, 1.2)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>(0.01, 0.7)</td>
</tr>
<tr>
<td>$\log 10^{10}A_s$</td>
<td>(1, 5)</td>
</tr>
</tbody>
</table>

Table 2: Prior ranges assumed in the test for mutual consistency of different cosmological datasets.

perparameters, then marginalise them out [14]. One can use the evidence to select between the models $H_0 = ‘all weights unity’$ and $H_1 = ‘each dataset has free weight (≥ 0)’$ to determine if the data support introduction of hyperparameters [7].

Another approach to testing the mutual consistency of different datasets [18] is to use the evidence to select between models $H_0 = ‘all datasets generated by same cosmological parameters’$ and $H_1 = ‘each dataset generated from different set of cosmological parameters’$, then calculate the ratio

$$R = \frac{E(D|H_0) \Pr(H_0)}{\prod_k E(D_k|H_1) \Pr(H_1)}.$$ 

A toy example is illustrated in Fig. 10. The method has been applied to real data (also by [18]), for the joint datasets CMB (WMAP1+VSA+CBI+ACBAR) + SDSS + SN1A, in the context of a $\Lambda$CDM model, using the priors listed in Table 2. For different dataset combinations one finds: $\ln R = 0.23$ for CMB + SDSS; $\ln R = 1.5$ for SDSS + SN1A; $\ln R = 1.6$ for SN1A + CMB; and $\ln R = 4.5$ for CMB + SDSS + SN1A. Thus, in general, the null hypothesis $H_0$ is favoured.

4.5 Component separation

Observations of the CMB are contaminated by foregrounds, but multifrequency observations
allow a component separation to be performed. Several blind and non-blind methods have been proposed, but the current approach for Planck is to use spectral matching independent component analysis (SMICA) \cite{5} to determine the component power spectra and mixing matrix, followed by the maximum-entropy method (MEM) or Wiener filter (\cite{8},\cite{24}) to obtain the component maps and refined power spectra. The evidence can be used to good effect in both stages.

In the SMICA algorithm the evidence provides a means of determining the number of components present in the data. The SMICA approach models the \(n\) frequency observations as a noisy mixture of \(n_c\) Gaussian random fields. The analysis is performed in harmonic space, using the model \(d_{lm} = B_l A s_{lm} + n_{lm}\), where \(B_l\) and \(A\) denote the beam and mixing matrices respectively. Thus the model data covariance matrices read \(D_l = B_l A S_l A^t B_l^t + N_l\), with \(S_l\) and \(N_l\) (block) diagonal. We may construct the corresponding data covariances \(\tilde{D}_l\) and form the log-likelihood

\[
\ln L = -\frac{1}{2} \sum_{\ell} \left[ \text{Tr}(\tilde{D}_l^{-1} D_l) + \ln |D_l| \right].
\]

One maximises \(\ln L\) using a combination of expectation maximisation and conjugate gradient algorithms to obtain estimates \(\hat{S}_l\) and \(\hat{A}\). Calculating the Hessian matrix at the peak allows one to calculate the Gaussian approximation to the evidence. One may then plot the evidence versus \(n_c\) to estimate the number of components \cite{26}.

In the MEM/Wiener filter algorithm the evidence can be used to determine the appropriate level of regularisation in performing the reconstruction. All regularised harmonic-space methods involve minimising some function of the form,

\[
F(s_{lm}) = \chi^2(s_{lm}) - \alpha_l S(s_{lm}).
\]

At each \(\ell\) one can determine \(\alpha_l\) by maximising the evidence (using a Gaussian approximation). This enables automatic, optimal, scale-dependent regularisation and stable iterative updating of power spectra. One can also use the Hessian \(H_{lm} = \nabla \nabla F(s_{lm})\) at the peak to estimate the covariance matrix of the reconstruction errors. The general method is easily extended to accommodate anisotropic noise, cut-sky data and (weakly) spatially-varying spectral parameters \cite{25}. The method has recently been applied to the Planck Working Group 2 component separation challenge with promising results (see Fig. 11); more sophisticated rounds are to come.

### 4.6 Object detection

An important issue in the analysis of CMB data is the detection and characterisation of discrete objects, such as SZ clusters and point sources. A number of Bayesian approaches to discrete object detection have been proposed by \cite{9} and shown to outperform standard linear filtering techniques (see also \cite{17}).

One approach is to detect objects simultaneously. One assumes an unknown number \(N\) of objects in the model of the data: \(D = n + \sum_{k=1}^{N} s(a_k)\), where \(a_k\) are the parameters characterising the \(k\)th object. Assuming the background emission and noise to be Gaussian, the likelihood function is simply

\[
L(D|\theta) = \frac{\exp\left\{-\frac{1}{2} \left| D - s(\theta) \right|^t N^{-1} \left| D - s(\theta) \right| \right\}}{(2\pi)^{N_{\text{pix}}/2} |N|^{1/2}},
\]
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Figure 11: Application of MEM component separation to the WG2 challenge, consisting of 9 Planck channels, all with 10 arcmin beams and containing CMB, dust, free-free and synchrotron emission. Top row: CMB map input (left), output (middle), residuals (right). Bottom left: CMB power spectrum input (green), output (black) and errors bars (red). Bottom right: CMB power spectrum residuals for various methods.

where \( \theta = (a_1, a_2, \ldots, a_N, N) \) is the total parameter vector. One can set priors on \( \theta \)-space \( \pi(\theta) = \pi(a_1) \cdots \pi(a_N) \) and \( N \), e.g. \( \Pr(N) = \mu^N e^{-\mu} / N! \). One then explores the posterior distribution using MCMC sampling to obtain optimal values of parameters, and associated errors, in a single step. The number of objects present is determined by maximising evidence with respect to \( N \). A toy example is shown in Fig. 12. The main problem with this approach is that it is computationally very demanding, taking nearly 1 hour on a 1 GHz intel processor to obtain the results shown.

An alternative approach is to detect objects iteratively or sequentially. At each iteration or pixel, the model contains only a single object. One then maximises the posterior in the object parameters \( a \) using some optimiser or MCMC sampling. For each ‘identified’ object, one then selects between the models \( H_0 = \text{‘there is no object centred in this pixel’} \) and \( H_1 = \text{‘there is an object centred in this pixel’} \). This is performed by calculating the ratio

\[
R = \frac{E(D|H_1) \Pr(H_1)}{E(D|H_0) \Pr(H_0)} = \frac{E(D|H_1)}{E(D|H_0)} \frac{\langle N_{\text{obj}} \rangle}{N_{\text{pix}}},
\]

and one only accept objects with \( R \) above some threshold (usually zero). The iterative/sequential approach is very fast, detecting many 100s of objects in just less than a minute.

5. Conclusions

The Bayesian framework provides a unified approach to data analysis, providing two levels of inference: parameter estimation and confidence limits by maximising or exploring the posterior;
and model selection by integrating the posterior to obtain the evidence. There exist several methods for evaluating the evidence: Gaussian approximation and the Savage–Dickey density ratio (which are approximate or restricted in their applicability); and thermodynamic integration and nested sampling (which are generally applicable).

Model selection using the evidence has many (cosmological) applications, including: the inclusion of additional free cosmological parameters; the form of primordial power spectrum; Bianchi models and other exotic models; combining cosmological data-sets and consistency checks; number of components and regularisation in component separation; and object detection. Further (cosmological) applications remain – you might like to try it for yourself!
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