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The ability to use a visualisation tool to steer large simulations provides innovative and novel
usage scenarios, for example, the ability to use new algorithms for the computation of free energy
profiles along a nanopore [1]. However, we find that the performance of interactive simulations is
sensitive to the quality of service of the network with latency and packet loss in particular having a
detrimental effect. The use of dedicated networks (provisioned in this case as a circuit-switched,
point-to-point optical lightpath or lambda) can lead to significant (50% or more) performance
enhancement. When running on say 128 or 256 processors of a high-end supercomputer this
saving has a significant value. We discuss the results of experiments performed to understand
the impact of network characteristics on the performance of a large parallel classical molecular
dynamics simulation when coupled interactively to a remote visualisation tool.

Lighting the Blue Touchpaper for UK e-Science - Closing Conference of ESLEA Project
March 26-28, 2007
Edinburgh

∗This talk is a condensed version of work originally presented in Ref. [9].
†Speaker.

c© Copyright owned by the author(s) under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike Licence. http://pos.sissa.it/



P
o
S
(
E
S
L
E
A
)
0
1
4

Using lambda networks to enhance performance of interactive large simulations Shantenu Jha

1. Introduction

Lambda networking involves using different wavelengths (lambdas) of light in fibres for sep-
arate connections. Lambda networks provide high-levels of Quality of Service (QoS) by giving
applications and user communities dedicated lambdas on a shared fibre infrastructure. The im-
plementation requires Dense Wavelength Division Multiplexing (DWDM) to accommodate many
wavelengths on a fibre, optical switches, and other optical networking equipment. Grid computing
applications have so far mostly made use of best-effort, shared TCP/IP networks, i.e. the network
has simply been the glue that holds the middleware-enabled computational resources together. In
contrast, by using lambdas the networks themselves are schedulable “first class” grid resources.
These deterministic lambda networks, carrying one or more lambdas of data, form on-demand,
end-to-end dedicated networks, often called lightpaths; lightpaths form the basis of the next gener-
ation of network-centric applications.

Lightpaths have the ability to meet the needs of very demanding e-science applications as a
consequence of their ability to provide several features that are not possible using regular, produc-
tion best-effort networks. These include providing higher bandwidth connections (e.g. [2]), user-
defined networks [3], implementation of novel protocols [4] and provide essentially contention-free
and high quality-of-service links.

Most applications however, have tended to use lambdas for their high bandwidth alone. For
example, an important class of applications driving the development and research of lambdas are
visualisation of large and complex data sets. Here we report on one of the first uses of lambdas
to couple interactive, steered visualisation with “active” simulations. This work was conducted as
part of the SPICE (Simulated Pore Interactive Computing Environment) project details of which
have been discussed elsewhere [1, 9] . In the next section, we describe the project’s motivating
scientific problem and the technical solutions adopted.

2. Simulated Pore Interactive Computing Environment

The transport of bio-molecules like DNA, RNA and poly-peptides across protein membrane
channels is of primary significance in a variety of areas. Although there has been a flurry of recent
activity, both theoretical and experimental [5, 6], aimed at understanding this crucial process, many
aspects remain unclear.

Of the possible computational approaches, classical molecular dynamics (MD) simulations
of bio-molecular systems have the ability to provide insight into specific aspects of a biological
system at a level of detail not possible with other simulation techniques. MD simulations can be
used to study details of a phenomenon that are often not accessible experimentally [7] and would
certainly not be available from simple theoretical approaches. However, the ability to provide such
detailed information comes at a price: MD simulations are extremely computationally intensive –
prohibitively so in many cases. As was discussed in Ref. [1], advances in both the algorithmic and
the computational approaches are imperative to overcome such barriers.

SPICE, the Simulated Pore Interactive Computing Environment project [1], implements a
method, henceforth referred to as SMD-JE, to compute the free energy profile (FEP) along the ver-
tical axis of the protein pore. This method reduces the computational requirement for the problem
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of interest by a factor of at least 50-100, at the expense of introducing two new variable parame-
ters, with a corresponding uncertainty in the choice of their values. Fortunately, the computational
advantages can be recovered by performing a set of “preprocessing simulations” which, along with
a series of interactive simulations, help inform an appropriate choice of the parameters. To benefit
from the advantages of the SMD-JE approach and to facilitate its implementation at all levels –
interactive simulations of large systems, the pre-processing simulations and finally the production
simulation set – we use the infrastructure of a federated trans-Atlantic grid [8].

Interactive simulations involve using the visualiser as a steerer, e.g. to apply a force to a subset
of atoms, Figure 1(b), and requires bi-directional communication – there is a steady-state flow
from the simulation to the visualiser as well as the visualiser to the simulation. As a consequence
of requiring geographically distributed resources, high-end interactive simulations are dependent
on the performance of the network between the scientist (visualiser) and the simulation. Unreliable
communication leads not only to a possible loss of interactivity, but equally seriously, a significant
slowdown of the simulation as it waits for data from the visualiser.

On switching traffic flow from the production network to a lambda network, we found an
improvement in the performance of around 50%. The simulation performance over the production
network varied, i.e. was apparently sensitive to prevailing network conditions. Interactive MD
simulations thus require high quality-of-service – as defined by low latency, jitter and packet loss
– networks to ensure reliable bi-directional communication. This leads to the interesting situation
where large-scale interactive computations require both computational and visualisation resources
to be co-allocated with networks of sufficient QoS [8].

3. Experiment

In order to quantify the impact of network performance characteristics on the efficiency of an
interactive MD simulation a series of measurements were made under controlled conditions. The
full details of our methodology are described in [9] and are presented here in outline.

The two compute resources on which the molecular dynamics simulation (using NAMD[10])
and visualiser were run (VMD[11]), were connected via a dedicated circuit on the UKLight[12]
optical network, provisioned at 300Mbps. UKLight provides the user with sole-use of dedicated,
manually-configured SDH circuits which hence have similar properties to dedicated lambda net-
works.

To control the characteristics of the network, a third system was introduced between the vi-
sualiser and the UKLight link. This system acted as an IP bridge and employed the NISTnet [13]
package to modify the traffic flow. The wall-time per simulation timestep (ts) was measured for
interactive simulations over a range of network characteristics controlled by NISTnet. The param-
eters varied were 1) Packet transmission delay (α), to simulate different latency network paths, 2)
Packet Loss (β ), to simulate packet loss due to network congestion.

3.1 Quality of Service: Latency

The effective latency of the UKLight link was varied to emulate different paths, service times
and congestion – all characteristic of best effort networks between two given end points.
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Figure 1: Plots showing the effect of latency on the performance (ts). An increase in latency leads to a linear
increase in the wall-time taken per simulation timestep, independent of the number of processors used. The
performance degradation remains linear for different values of β .
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Figure 2: Plots showing the dependence of performance (ts) on the packet loss (β ) for different values of α .
The qualitative characteristics remain the same for 64 and 128 processors, i.e. at a fixed value of α , the ratio
of ts for a pair of β values is similar for the two processor counts. For example for α = 4, the ratio of ts at β
= 0.1 and 0.01, is 1.54 and 1.59 for 64 and 128 respectively. At the same values of β but for α=8 the values
of the ratio are 1.56 and 1.62 respectively.

Not surprisingly the time taken for each timestep increases linearly with greater latency. Our
results are plotted in Fig. 1. It is interesting to note, that although the average wall-time taken per
simulation time-step is of the order of hundreds of milli-seconds, introducing latencies of a few
milli-seconds has a significant effect. This is attributed to the fact that a significant fraction of the
simulation time is spent waiting for I/O operations to complete. Thus we conclude that reducing
any avoidable latency is a good performance enhancing strategy.

3.2 Packet Loss Effects

Packet loss is interpreted by the TCP protocol as an indication of congestion and causes the
window size to be immediately reduced to a minimum size (4096 bytes in this case) and then
renegotiated up. The effect of increasing β (as shown in Fig. 2 is to increase the frequency of
window size reduction (reducing the average size over time) and consequently reducing effective
throughput. We observe that, in general, default settings for TCP window size parameters are
unsuited to networks with high bandwidth-delay products.
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4. Conclusion

It can be argued that with significant effort, a highly optimised I/O mechanism could be im-
plemented within the NAMD code to withstand performance degradation arising from production
networks. Whereas we do not contest that this in principle is possible, doing so would require
significant re-factoring of a very complex code which has been developed by the community over
many years (we estimate the number of person-years effort to be easily a hundred). Equally im-
portant, it is impractical to aim to introduce special-purpose code for every unique usage scenario;
thus it is highly desirable to be able to use the same general-purpose code over a wide range of
scientific problems and usage scenarios. Our efforts to quantify the advantages of lightpaths need
to be understood in the above mentioned context.

Not only can grids use lightpaths to more closely integrate distributed environments, but they
must use lightpaths to couple distributed environments to overcome some of the bottlenecks of
traditional programming methodologies of high performance codes as well as problem solving ap-
proaches for challenging scientific problems. SPICE provides an example of a large-scale problem
that depends on using algorithms amenable to distributed computing techniques and then imple-
menting them on grids. In order to effectively utilise these algorithms, interactive simulations on
large computers are required.

In order to enable meaningful interactive exploration, the responses must be computed in rea-
sonable times. Thus as larger systems are studied – MD simulations of a million atoms are now
just appearing in the literature [15] – not only will larger computers be required, but the need for
efficient and reliable communication will also grow.
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