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A number of caustic-crossing microlensing events have hesed to measure limb-darkening
coefficients of their source stars. We point out that the es#gnalytical limb-darkening laws
generally involves two potential problems. First, the fated stellar model-atmosphere limb-
darkening coefficients are usually computed by a methodglydiased to fitting the stellar limb.
Second, even when using less biased coefficients for cosgparihe linear law tends to have
problems with overall fit quality as well as with flux consetiga, and higher-order coefficients
can rarely be satisfactorily constrained from light-cuemalysis. An alternative approachis to use
a "best possible" limb-darkening model directly obtainggkincipal component analysis (PCA)
of model atmospheres. We use a model constructed from Kwsréudz ATLAS9 atmosphere
grid, and demonstrate its superior quality in describingplidarkening profiles. As an example,
we analyze the point-lens event OGLE 2004-BLG-254 usinditiear law and the PCA limb-
darkening model.
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1. Introduction

Stellar limb darkening (hereafter LD) has traditionallyeheof little interest outside the stel-
lar atmosphere modeler community, and its observationavaace has been largely limited to
studies of the Sun and eclipsing binaries. By now the rangswbphysical observations capable
of resolving stellar LD has expanded, including interfeetry of nearby giants and supergiants,
extrasolar planetary transits, and caustic-crossingitgteonal microlensing events.

The usual approach in the analysis of such observationstredb LD as a nuisance effect
that has to be included in order to obtain other parameteifs @si stellar or planetary radii, impact
parameters, etc. Ideally one should use a theoretical LBig@brectly from an appropriate model
atmosphere, e.g., from Kurucz's ATLAS9 model grid (Kuru&9%a, 1993b, 1994). An easier
option is to use an approximation given by some simple aicalyt. D law and take the necessary
coefficients from tables precalculated for the model gridwiver, one has to pay attention to the
sensitivity of such coefficients to the fitting method usethigir calculation.

Sufficiently good observations permit another approachroyiging the opportunity to ob-
servationally constrain or directly measure the star’'s abBq thus test the structure of theoretical
stellar atmosphere models. This requires a simple LD pdaraaton, because the observational
precision rarely permits more than a single LD parameteret@Xiracted. At the same time the
necessary model should be versatile enough to describeaehgthe LD of relevant model atmo-
spheres, which are often poorly approximated by simpleyéioal laws.

2. Coefficients of Analytical Limb-darkening Laws

Analytical LD laws are mostly constructed as linear comtiares of simple functions of
U =+/1—r2, wherer denotes the radial position on the disk. The simplest lavagstivo-term
linear LD, three-term LD laws include quadratic, squaretr@and logarithmic LD (see for ex-
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Figure 1: Sample Kurucz ATLAS9 mod&l-band LD profile Tess = 4250K, logg = 4.5, [Fe/H] = —3.5)
and its linear LD least-squares fits. The 17 data points ar&eday crosses (11 points) and plus signs,
their spline interpolation by the bold solid line. Fits inde the 17—pointdot-dashed; u;7 = 0.596), the
11-point @lashed; u;; = 0.538), and a fit of the spline by radial integratichif solid; ur = 0.401). Left
panel: intensity. Right panel: absolute residuals of tise ffalues ofu are marked along the upper axes.
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Figure 2: Relative rms intensity residuats(top) and relative flux excessés /F (bottom) for the 11—point
linear LD fits (eft), r—integrated linear fitsognter), and PCA LD fits (ight) for the Kurucz model grid,
plotted as a function ofg¢; ¢+ and color-coded by spectral band (marked in top right panel)

ample Claret 2000). It is well known that the values of LD do&dnts determined from model
atmospheres are sensitive to the method of their calcalatibhe difference between methods
based on exact flux conservation and those based on leasesdits of intensity profiles has been
discussed by Claret (2000). The former methods lack ana@ptiquirement for fitting the profile
shape, hence the latter are preferrable even though flux ongerved exactly.

As pointed out by Diaz-Cordovés et al. (1995), even withelgtter group the results depend
strongly on the particular implementation of least-sgaditting. Figure 1 demonstrates three
different fits of the linear law to a sample LD profile of a KuzudTLAS9 model (Kurucz 1993b).
The first is a direct fit to the 17 Kurucz data points, which e regularly spaced values with
extra points close to the limb. To reduce the heavy bias tdinfite the second 11—point fit keeps
the regularly spaced values with only a single additionahtpdoser to the limb. This approach
has been used for the most widely used tabulated coeffidients Claret 2000).

Even this fit is clearly biased to the limb, and the fitted peofibs a very different shape from
the original. The problem lies in the choice of regular spgaif i values. This implies for instance
that an equal weight is given to the quality of the fit in theean@0% of the radial extent as to the
outer radial 2%. A better approach is to fit with equal radialghting. This can be achieved by
taking a spline interpolation of the 17 Kurucz points andimiring the radially integrated squared
residual between the spline and the analytical LD law ofrege(Heyrovsky 2007).

Figure 2 and Table 1 illustrate the improved fit quality in garison with the commonly used
11—-point fit, as measured by the relative rms intensity tesdid and the flux excesAF /F of the fit.
The computation was performed BRI profiles of the full range of Kurucz’s ATLAS9 model grid
(Kurucz 1993a, 1993b, 1994), including altogether 38,3R4okofiles. In comparison with the 11—
point fit, the new method improves the average intensityltediand flux excess by a factor of two.
Figure 3 demonstrates the difference between linear LDficaits obtained by the new fitting
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LD model | Fitting method| Averagec Max. o Average|AF/F| Max. |AF /F|
(%) (%)
Linear 11—point 2.344 5.554 B8x 1073 1.29x 1072
r—int. spline 1.253 3.527 27x 1073 8.65x 1073
2-term PCA | projection 0.479 3.609 B5x 1074 6.48x 103
Quadratic | 11-point 0.653 1.785 10x 1073 2.98x 1073
r—int. spline 0.417 0.991 B5x 1074 6.15x 104
Square root| 11-point 0.288 2.115 B2x 104 471x 1078
r—int. spline 0.238 1.382 P8x 1074 1.99% 1073
Logarithmic | 11—point 0.345 1.587 B5x 1074 341x10°8
r—int. spline 0.259 0.999 B6x 104 1.18x 1073
3-term PCA | projection 0.120 0.713 A7x10°° 8.60x 104

Table 1: Fit quality for different LD models and different least-sgas fitting methods. Average and maxi-
mum values of the relative rms intensity residaa&nd the relative flux exce$aF /F|, evaluated foBVRI
profiles of the full grid of Kurucz model atmospheres.

method and the 11-point method. The differences are suladtand observationally significant,
ranging from—0.14 to 0.1. The old coefficients are most frequently too highjrstance in thé
band the new fits are always flatter with coefficients lowenttiee old values. Heyrovsky (2007)
demonstrated that the new coefficients are in better agmenith LD measurements for the Sun
and a set of eclipsing binaries.

3. Limb-darkening Model Constructed by Principal Componert Analysis

Even though the new fitting method provides better fits, thexaye intensity residual for the
linear law still remains over.2% and the average flux excess ove%. For many profiles such
inaccuracies lead to observationally significant dewiatiolo construct a better model we look for
the best possible LD description in the least possible nurmobterms. For this purpose we drop
the requirement of analyticity and construct such a LD basiserically by principal component
analysis (PCA) of a given set of model atmosphere LD profdeglescribed by Heyrovsky (2003).

The left panel of Figure 4 illustrates the first three funaiof the PCA LD basis constructed
using theBVRI profiles of the entire ATLAS9 model grid used above. Alreally first function
f1 has a realistic "mean" LD shape. Each successive addedfbasi®on describes ever subtler
variations in the LD profile. The basis functions are orthomal, fol fifjdr = &j, which means
that 1) coefficients of different order are uncorrelateda@jling more terms to the model leaves
the previous coefficients unchanged, and 3) fitting of any k&file is performed directly by its
projection onto the PCA basis. The two other panels of Figuitustrate examples of bases
constructed from a successively narrower parameter rdrtge &urucz grid. The full range of LD
shapes described by the combinatiorfpénd f, of the PCA basis is shown in the top left panel of
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Figure 3: Difference between linear coefficientsandus ; for the full range of models, plotted as a function
of Tes ¢ for BVRI bands as marked in the panels, color-coded by surface giagit (see top left).

Figure 5, with the first term marked in red. The PCA LD coefiitieanges fronkpx = —0.1620
for the most peaked profile tog. = 0.0902 for the flattest. Returning to Table 1 and the right
column of Figure 2, we see that the 2-term PCA model has aageentensity residual lower than
0.5% and average flux excess lower thad%o.

4. Microlensing Event Analysis: OGLE 2004-BLG-254

Single-lens gravitational microlensing of different PCR khapes is illustrated in Figure 5 for
a source radiup, = 0.1 Einstein radii. The amplification as a function of soureeter position
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Figure 4: First three functions of LD bases obtained by principal comgnt analysis d8VRI profiles of the
full Kurucz grid (eft), of a subset more relevant for microlensed sources in thgeBoenter; VRI profiles,
Teff = 3500...700K, logg =0...4, [Fe/H] = —2...1, % = 2kms™?1), and of a set oBVRI profiles of 9
cool giants (ight; Tess = 3500...400(K, logg=0...1, [Fe/H] =0, = 2kms™1).
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Figure 5: Point-lens microlensing of a source with radjms= 0.1 with the 2-term PCA LD model. Top
left: LD profiles. Bottom left: corresponding microlensiagplificationA for different source-center dis-
placementy. from the lens. Right: microlensing chromaticity of the PCB Imodel as a function of;.

A(Yc) is plotted in the bottom left panel, with the LD profiles akghin the top left panel. The
relative sensitivity to LD variations may be measured bydhematicity of the PCA LD model,
obtained by taking the difference between the amplificatiohthe most centrally peaked,
and the flattesf,., profiles and dividing it by the amplificatioA,, of the first PCA term. The
amplifications differ by more than 15% for a lens directlygakd with the source center, with a
secondary peak exceeding 7% at the limb. For a source pasitigo, from the lens the variation is
already lower than 1%. The chromaticity curve remains jralty unchanged for smaller sources.
The single-lens event OGLE 2004-BLG—-254 with a caustissirg of a K3 Il bulge giant
was analyzed in detail by Cassan et al. (2006), who alreaoyesth that the measured linear LD
coefficients were in better agreement with the new coeffisjeeven though small discrepancies
remained. Here we concentrate on LD measurement, testihghmlinear and PCA LD models.
We fitted fourl-band light curves withint20 days of the peak using common global parameters

Linear LD coefficient] PCA LD coefficient

Boyden 0.840' 322 ~0.1156"09%%%
OGLE 0.6053952 —0.0459792°¢
SAAO 0.624+3:38¢ —0.0498"0.0134
UTas 0.6437335% —0.0559"0.9232

Kurucz range| (0.580, 0.645)-int. (-0.0489, -0.0299)
(0.620, 0.683) 11—pt

Table 2: LD coefficients of the OGLE 2004-BLG-254 source star meaktdirem four I-band light
curves. Ranges of coefficients of 45 plausible Kurucz griddet® are listed at bottom (parameters
Teff = 4000...450(K, logg = 1.5...2.5, [Fe/H] =0...0.5, % = 2kms™1).
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Figure 6: Fourl-band light curves of OGLE 2004-BLG-254 and their measui@gtofiles. Left: light-
curve peak in arbitrary flux units; dotted lines mark limlmgsings and closest approachldp,). Middle:
measured linear LD (bold red) normalized to unit flux witlo lerror bars (thin red), plotted with 45 non-
approximated plausible Kurucz profiles (dotted blue). Rigieasured PCA LD with same Kurucz profiles.

(impact parametarg, source radius, peak timg and Einstein-radius crossing tirgg and individ-
ual blended flux and two parameters of the LD profile. Intémngst, the main improvement came
from omitting a fifth light curve from the analysis, which hadhny points during the crossing but
with a large scatter and possible systematic problems. igiertumber of its points in comparison
with the fewer points in the other curves skewed the globedmpeters of the original results and
led to the limb-darkening discrepancies.

The values of the global parameters obtained using the PCdehaseug = 5.773-L x 1073,
p. = 401073987 % 102, tg = 13.387053d, andty = 3166822205319d. The measured LD co-
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efficients for the two models are summarized in Table 2 tagettith the respective ranges of
theoretical values for a small grid of plausible Kurucz med# the source. We first see that all
light curves except Boyden give mutually compatible resulihe Kurucz values also show a better
agreement of the measured values with the new linear cagffgcthan with the 11—point fit values.
Figure 6 includes details of the light-curve peaks and thasueed linear LD and PCA LD profiles
(in red), normalized to unit flux and plotted together wittnéarly normalized non-approximated
profiles of the plausible Kurucz models (in blue). The Boydesults are affected by the absence
of baseline points in the light curve (no points outside tlutted detail), which leads to an over-
estimated blend and a too peaked LD profile. For the othet tghves the agreement with the
theoretical profiles is excellent.

When comparing the PCA and linear LD results, a closer irngpeof the lower three mea-
surements reveals an interesting difference. The PCAtsgilihave consistently the same position
relative to the Kurucz profiles. In fact, the best-fit PCA fdexfiall point to the cooler end of the
included Kurucz model parameter range, in agreement wétsturce analysis by Cassan et al.
(2006). The LLD model results for the OGLE light curve aretéiathan for the other two light
curves, and point to somewhat warmer Kurucz models. Thesdtsewhich can be further refined,
already indicate that the PCA model may provide more robstrieasurement.

5. Conclusions

When using simple analytical LD laws, one should be awaretdtaulated coefficients are
often biased and do not necessarily give the best-fittingimerof the given law. The procedure
introduced in Heyrovsky (2007) shows how to obtain betteafficient values. For analysis of
observational data, the PCA approach to LD modeling prevateaccurate and flexible alternative
to the often inadequate analytical laws.
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