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The ATLAS trigger will need to achieve a 10−7 rejection factor against proton-proton collisions,

and still be able to efficiently select interesting events. After a first hardware-implemented pro-

cessing level, the final event selection is done by the high-level trigger (HLT), implemented on

software. With more than 100 contributors and around 250 different packages, a thorough vali-

dation of the HLT software is essential. This paper describes the existing infrastructure used for

validating the HLT software.

XII Advanced Computing and Analysis Techniques in Physics Research
November 3-7 2008
Erice, Italy

∗Speaker.

c© Copyright owned by the author(s) under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike Licence. http://pos.sissa.it/

mailto:dferreir@mail.cern.ch


P
o
S
(
A
C
A
T
0
8
)
0
8
4

Software Validation Infrastructure for the ATLAS HLT Enoque Ferreira de Lima D.

1. Introduction

CERN has its current main focus at the Large Hadron Collider (LHC), which is being com-
missioned and expected to produce proton-proton collisions soon. ATLAS[1] (A Toroidal LHC
ApparatuS) is a general-purpose particle detector at the LHC. The nominal bunch crossing rate at
ATLAS is 40 MHz, with on avarage 23 inelastic proton-proton collisions per bunch crossing at
the design luminosity of 1× 1034cm−2s−1. Due to the large amount of data generated, the high
background rate and the limited bandwidth to mass storage, the Trigger System was developed to
reject uninteresting events, as soon as possible.

The Trigger System is implemented as a three-level filter. The first level is implemented in
hardware and uses only the calorimeters and muon detectors with coarse granularity to select Re-
gions of Interest (RoI) to be fully examined by the next levels. The High-Level Trigger (HLT)
comprises the Level 2 and Event Filter, which are implemented in software andanalyse only the
RoIs selected by the previous level1.

As the LHC plans to have its first collisions soon, it is necessary to validate allsub-systems
and ensure that there is no flaw in hardware, software or in the physics analysis. In the case of
the HLT, the authors have developed common tools aiming at identifying problemsearly in the
development process to avoid propagating them to the software running online.

2. ATLAS Software Development

The ATLAS HLT development profits from the fact that the HLT algorithms can be run in the
offline environment, allowing tests to be done without the full online infrastructure. Therefore, it is
possible to reutilize the ATLAS Offline Software Validation Tools to do important tests, simplifying
the validation task. As a consequence, a complete description of the ATLAS HLT Validation is not
possible without describing the Offline development model. The ATLAS software is composed of
a set of interdependent projects, to ease code management and formalizepackage dependencies.
Each night, the ATLAS software is built for different platforms and different branches. Avalidation
build provides a buffer to test new code before adding it to the more stabledevelopmentbuild. The
nightly builds are controlled by the NIghtly COntrol System (NICOS) [2], which includes a web
interface to display all the build results.

After the compilation and the unit tests of the packages performed by NICOS,additional tests
are run to determine if the releases have severe software problems. These tests can be run using the
ATLAS Testing Nightly (ATN) infra-structure, which runs small reconstruction jobs. Larger tests
can be run using the Run Time Tester (RTT) infra-structure, generating useful plots for spotting
physics inconsistencies. The ATN tests certify a release, by checking theerror codes on the test
jobs, comparing the log files with a reference and checking the exit code ofthe software. As
the tests run on a very verbose mode2, looking at the differences between the log files is a very
useful technique to detect changes and understand whether they wereintended or were in fact a
mistake. ATN tests also compare the ROOT [3] histograms generated during thetests. RTT tests,

1The Event Filter can also perform a full scan of the detector at a lower rate.
2In verbose mode, the software prints many steps of its processing, anda thorough view of the processing is available

in the log files.
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on the other hand, run on much larger datasets and can also estimate the physics performance of
the ATLAS software. The RTT infrastructure shows the results on a web page and sends e-mails
reporting the status of the tests. When an error is detected, a new bug [4] report is created by the
Validation Group.

2.1 ATLAS HLT Validation

With the purpose of providing the trigger developers with a simple interface dedicated to
the HLT validation, a separate web interface [5] summarises the trigger ATN tests results. It is
updated automatically every hour, showing all relevant information on a single web page, with a
self-explanatory colour system indicating error, warning or success status. The ROOT files, log
files, error messages and other information are available from a simple menu system, allowing
developers to track problems faster. A screenshot of this system is included in Figure 1.

Figure 1: Screenshot of the Trigger summary page with test resultsFigure 2: Plot of memory usage gen-
erated by PerfMon

Due to the limitation on each of the HLT levels’ running time, it is also important to measure
the execution time of the algorithms and ensure that it is, on average, less than40 ms for the Level
2 and less than 4 s for the Event Filter. A monitoring of the time required by the algorithms can be
done with the PerfMon [6] tool, which also has its results available on all RTT jobs.

Another important feature of the HLT software is that it should run continuously for O(10
hours) without crashes on around 2000 CPUs. One of the biggest challenges is the controlling of
memory leaks. PerfMon also monitors the memory consumption per event, keeping track of the
amount of memory that was allocated to each event. If a memory leak is detected,the software
must be corrected immeadiately in order to gain stable online operation. Figure 2shows a plot
generated by PerfMon containing the memory usage per event, in which a clear memory leak is
identified. There is also work being done on a tool to monitor long-term memory usage of the
algorithms in RTT, which could be used to analyse the evolution of the softwareperformance.

Another tool is DCube[7], an infra-structure developed to automatically compare histograms.
It is configured via an XML file and the results are displayed on a web page. Many RTT tests use
this infra-structure in order to automatically verify their latest results and notify developers faster.
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3. TrigEgammaValidation package

One example of a validation method using the RTT infrastructure is the TrigEgammaValida-
tion package. The purpose of this software is to validate the HLT electron and photon selection
algorithms. This is accomplished by plotting variables relevant to the trigger decision at each step
of the filtering software and comparing the results with those from a previousrelease. This tool is
run in RTT on different simulated datasets and calculates also the HLT selection efficiency for each
step involved in such filtering algorithms.

As part of each test, several statistical metrics are used to compare the histograms against
a set of references. These metrics translate the histograms differencesinto a quantitative infor-
mation. TrigEgammaValidation uses four methods to measure the similarity between histograms.
The Kolmogorov-Smirnov test [8] measures the maximum distance between the histograms of the
cumulative distribution functions of the variables. The Symmetrized Kullback-Leibler [9] [10]
and the Jensen-Shannon [11] divergences use the concept of entropy from Information Theory to
measure the similarity between histograms. The Quadratic Negentropy [12] measures the distance
between the histograms of the probability density functions. Both the comparison results and the
generated plots are available on the web for collaboration developers.

To compare the metrics, the bins of the TrigEgammaValidation-generated histograms on a
stable release were changed by adding or multiplying their contents with a Gaussian random vari-
able with a standard deviation equals toBin content×Noise level, so that the amplitude of the
Noise levelcan be changed and its effect can be analysed. Using this methodology, Figures 3
and 4 were generated on a stable release taking the mean of all histograms obtained from the HLT
algorithms, using TrigEgammaValidation. We can observe that the Kolmogorov-Smirnov3 plots
are very sensitive to changes in the histograms4, while the Kullback-Leibler and Jensen-Shannon
metrics both increase slowly. It is also clear that after high noise levels the Kullback-Leibler,
Jensen-Shannon and Kolmogorov-Smirnov methods can not detect big differences on histograms.
The Quadratic Negentropy has a very poor sensitivity to noise, particularly to multiplicative noise.

4. Conclusion

Due to the importance of the High-Level Trigger validation in ATLAS, such validation is being
performed systematically, controlling problems that range from compilation issues on the code up
to physics performance. These tests have been handled in a common infra-structure with a flexible
framework, which allows specific tests to be run in ATN or RTT for every new release. Systematic
control of the trigger system is also done by comparing histograms using semi-automatic tests,
through statistical metrics.
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Figure 3: Effect of Gaussian additive noise to the dif-
ferent metrics versus noise level

Figure 4: Effect of Gaussian multiplicative noise to
the different metrics versus noise level
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