PROCEEDINGS

OF SCIENCE

A ROOT Package for Resonance Studies in ALICE

A.Badala
INFN Catania

R.Barbera
University and INFN Catania

F.Blanco
University and INFN Catania

P.La Rocca
University and INFN Catania

G.S. Pappalardo
INFN Catania

C. Petta
University and INFN Catania

A. Pulvirenti *
University and INFN Catania
E-mail: al berto. pulvirenti @t.infn.it

F. Riggi
University and INFN Catania

R. Vernet
INFN Catania

ALICE is the LHC experiment specifically aimed at studying tiot and dense nuclear matter
produced in Pb-Pb collisions at 543eV, in order to investigate the properties of the Quarke@lu
Plasma. Among the physics topics of interest in this expentmninvestigation of resonances
plays a fundamental role, since it allows to probe chiral syatry restoration and to estimate
the lifetime of the fireball. In the ALICE official analysis @simulation framework, a complete
package devoted to this topic has been developed and optifoz an efficient management of a
huge amount of data. The package has also been designectimntmiik able to deal with all the
distributed analysis environments available for the ALIG&Haboration and has been integrated
in the general correction framework, under developmertiwithe collaboration itself. Details
and results of this package will be illustrated.
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1. Introduction

Heavy-ion collisions at ultrarelativistic energies intigate the properties of strong interacting
matter at high density and temperature. In such extremeittmmsl lattice QCD calculations allow
one to expect the formation of a Quark-Gluon Plasma (QGPigiwdan be probed experimentally
through “signatures” which should affect the spectra ofiped particles. In such scenario, short-
lived resonances allow one to investigate the chiral symmmestoration expected in QGP, since it
should cause madifications in their masses and widths [1].

Even in absence of a phase transition, resonances are anamtpprobe to investigate the
collective behaviour of the nuclear matter in the fireball 32 As the partonic system created
in the initial stage of the collision expands and cools doitmhadronization process should pass
through two fundamental steps: first,chemical freeze-out, where all particle abundancies are
fixed and inelastic interactions cease; therkjretic (or thermal)freeze-out, where all hadronic
interactions stop: after this point, particles free-gmieawards the detectors. Since a resonance’s
lifetime is comparable to that of the fireball, its decay prcid are likely to appear inside the fireball
itself, and this may cause them to tescattered by the surrounding medium: this effect prevents
the mother from being reconstructed through its invariaassnthus acting as a suppression to the
measured yield. On the other hand, semi-elastic interactan take place between particles of the
same species of that resonance’s daughters, and thieganerate the resonance, resulting in an
increase of the measured yield. Thus, the study of resosatareprobe the time evolution of the
source from chemical to kinetic freeze-out and test differ@adronization scenarios [4]. Results
on resonances detected by their hadronic decay have besmeckfrom the NA49 experiment at
SPS energies and from STAR experiment at RHIC energies. Femeat review, see [5].

Resonance studies play an important role in the ALICE plsyaimalysis [6, 7]. In fact, ALICE
is the LHC experiment precisely aimed at studying heavy igllisions (Pb-Pb at 5.5 TeV) and
investigating the QGP. Like other analysis topics relatetthé¢ collective phenomena of the fireball
(flow, HBT, etc.), this is one of the issues of the “soft phgsianalysis programme. In order
to approach it, a full software package has been developédnatuded inAl i Root [6, 8], the
ALICE official simulation, reconstruction and analysisrfrawork.

In this document, the design of this package and its perfoceswill be illustrated. Section 2
will give a brief overview of the available computing enviraents for ALICE together with the
general structure of the framework. In Section 3, the rascmanalysis will be presented, and few
examples of its output will be shown. Finally, in Section 4ngoconclusions will be drawn.

2. ALICE computing scenario

The ALICE collaboration has developed a computing fram&woamedAl i Root [6, 8],
based on the architecture of ROOT [9], the new generation Qtilti-purpose physics analysis
framework developed at CERN. It contains a detailed siranaif all detectors and their response,
the whole reconstruction chain and a complete analysisdnark. This allows to make very real-
istic simulations, which are crucial for an optimal tuninfgr@construction and analysis strategies,
and to reconstruct the real data.

*Speaker.
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An important issue for LHC experiments is the amount of atdld data. Both from the
point of view of the required CPU and the one of the storageespais problem cannot be faced
efficiently by a unique computing center. The solution cotlesks to the GRID infrastructure,
which allows to distribute both the CPU and storage spacengraeveral computing centers which
participate to this project, under the coordination of CERNey are organized into a hierarchical
structure whose uppermost level (Tier 0) is at CERN, and e afelower level points (Tier 1,
2 and 3) are distributed worldwide: each Tier accomplistesesspecific tasks concerning data
storage and some steps in the reconstruction and data giregebains. The ALICE Collaboration
has developed a transparent interface to the GRID nalhédn [10], which is able to connect
to the different GRID infrastructures available to the abtiration members, providing a unique
interface to all of them: this eases to the greatest dege@pproach of each user to this very
complex environment.

Moreover, for a preliminary tuning and monitoring of datargog from experiments, and for
a fast pre-processing of analysis tasks for parameter @tigy a small PROOF [11] cluster is
available at the CERN Analysis Facility (CAF) [12]. It willbaccessed by few users which will
run there analysis tests to tune them before running on thedfia samples available in ti#¢ i En
catalogue.

A fundamental issue involving the whole ALICE collaboratis the data analysis. A huge
effort has been done to develop a common analysis framevii@ik Which provides some base
C++ classes to access data in a way that is almost compledelyparent to the environment where
the analysis runs (local, CARl i En), in order to allow people to develop a unigue analysis task
which can be run in every available infrastructure.

The resonance analysis package is based on this model, @ridgw all the specific features
which are required for an optimal approach to this specifiags

3. Theresonance analysis package

3.1 Package structure

Due to their extremely short lifetime (few fa)/ resonances cannot be observed directly. The
unique way to reconstruct one of them from data is throughctireelations of its daughters, in
order to build an invariant mass distribution where its algappears as a Breit-Wigner peak on top
of a combinatorial background due to all tracks which arehef4ame species of that resonance
daughters but don’t come from a resonance decay. A goodagstimof this background is in order
if one wants to cleanly observe the peaks. In addition, a gawoticle identification (PID) is crucial
for a good selection of tracks for this study.

A sketch of the package classes is shown in figure 1. The ma&ratpn consists in building
this peak using the 4-momenta of the reconstructed tracksceShe track reconstruction only
returns a vector momentum and a charge sign, this informatiost be completed by assigning a
mass to each track, which allows to compute its energy. Hrise done using the different particle
identification (PID) informations coming from the ALICE @etors. On the other hand, in a “first
physics” analysis scenario a complete PID information @dagd unavailable: in this case, a mass
hypothesis is done depending on the studied resonancehigndetermines the mass assigned to
each track. Of course, in the latter scenario the mis-iiedttracks will increase the background.
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AliRsnReader AliRsnEvent
SOURCE DATA A a "
> Convert source data > Internal informations AliRsnEventBuffer
Fg‘;’ﬁimgﬁ\ﬂ&" into the internal types on a single analyzed event e Buffer to store multiple events
used for resonance analysis (tracks, multiplicity, primary vertex)

AliRsnDaughter
Internal information
on a single event track

DATA CONVERSION (momentum, DCA vertex, PID)
OUTPUT
Dedicated AliAnalysisTask HISTOGRAMS
AliRsnFunction i q
i q AliRsnPair 5
A specific kind of computation : : AliRsnCutMgr
which produces a histogram a iv):?\al);silrso?ngalpt?clfgrt 3 Collection of all cuts for an analysis
(inv. mass, resolution, distributions) 9 P P YP!
AliRsnHistoDef AliRsnPairDef AliRsnCutSet
Defines binning and edges Defines the pair of particle types Combination of cuts
of output histogram to be analyzed with all logical operators
returned by a function by means of the PID and charge. [AND (&), OR (]), NOT (1)]
AliRsnCut
A single analysis cut
DATA ANALYSIS on tracks/events/pairs

Figure1: A sketch of the resonance analysis package structure.

A crucial step during the peak extraction is the estimatibthe combinatorial background

due to all track pairs which are not produced in a resonancaydelhis can be done in different
ways:

e “wrong sign” pairs in the same event: for example, when retroting a neutral resonance,
its peak is computed through the invariant mass of all urdige pairs of tracks, and the

background can be estimated by computing a similar invanaass distribution with all
like-sign pairs;

e event mixing: in this case, one builds an invariant masgildigion using pairs of tracks
taken from different events, which can be considered “sirhignough (e.g.: with almost the
same multiplicity and position of primary vertex).

Both of these methods have been implemented and tuned, én trdninimize the discrepancy
with the “true” background (which can be estimated when loglat simulated data).

A fundamental preliminary step for the analysis is the aeteshe data. The final output of
global ALICE reconstruction is the Event Summary Data (ESiHich contains al of the infor-
mation coming from the whole ALICE assembly: tracks withitimomenta and PID probabilities
determined by all devices, vertices, clusters from caletars, multiplicity estimations, and so on.

The ESD is conceived as the unique source of data which aryséaperation must access
in order to extract informations of physical interest frowllisions, and this causes it to be an
extremely large object. On the other hand, each analysiauses only a subset of the whole ESD
information, so it is convenient to define a “derived” datausture which focuses on the relevant
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info only, in order to produce smaller objects which are@asi be transported through the network
and can be kept in large quantities in the memory of a typi€alAefirst step in this direction is the
production of the Analysis Object Datasets (AOD), whichwaots the ESD information in a more
compact and user-friendly way, and standardizes the ate@&SD data for most analysis aspects.
The AODs can be used as a starting point when the standardndetpretation they permit is
suitable for the analysis (this will not be the case, for egnwhen one has special requirements
for PID or track selection). Furthermore, when dealing wgithulated data, it must be possible to
read directly the Monte-Carlo events in order to check afgcefvhich can be introduced by the
reconstruction itself, allowing to carry out an analysisrewn simulated data.

From the point of view of the resonance analysis, the AODm#w®dves contain much un-
needed information, while some of the skipped informatiammf ESD could be required (e.g.: a
customized PID configuration). Moreover, resonance aisalgkes much advantage from the pos-
sibility to study directly the Monte-Carlo data, since tb@ild help in isolating any kind of effects
caused by the reconstruction (momentum resolution, tngckificiency, and so on). Since each
of these available sources of data must be treated diffgréhe resonance analysis package has
defined an internal data structure which helps in simpldytime package design. Then, it provides
a converter from each kind of source data (ESD, AOD or MC) te tommon internal format,
while the package deals with the latter only, and the diffees between the various sources of
data can be forgotten after this preliminary conversiop.sWhen dealing with the ESD directly,
such a preliminary step allows to customize the way to useiRi@mation. In fact, there is a
“standard” way for combining the weights using a Bayesiamhoa which returns the probability
for each track to be identified as a given particle speciex{i@n, pion, kaon, ...), but one may
want to skip the information from some devices and use onlybaet of them. The possibility to
do this has been implemented in the package.

Another important issue during analysis is the data quabtyhuge effort must be done in
finding all useful criteria which allow us to select a “clessd@mple of tracks in order to minimize
the background and, in particular, to reduce spurious &sffediich can be due to tracks which
are not coming from the primary vertex, or tracks not recmiesed well enough. In order to
face this problem, a set of classes was implemented to cuévera types of track information
(momentum, distance of closest approach to primary vegéxnumber of clusters, etc.). Cuts
are implemented in a way that allows one to combine them indawoexpressions: this permits a
highly customizable configuration of track selection ei&ewhich goes beyond the simple logical
AND of several cuts.

The core of the analysis consists in a “function”: it takeshepair of tracks which pass the
cuts, and from each one it computes a specified value whicked to fill an output histogram.
This operation is implemented in an object which can retawegal types of output histograms
with very few simple settings. This object can compute thaiiant mass distributions and some
other histograms which can be of interest in this analysiseXxample, the invariant mass resolution
or the efficiency (at least as long as the analysis is run onlated data and one can check how
well a resonance was reconstructed), or the momentumhiistms of reconstructed or generated
resonances.

The whole package structure provides an object which acés danalysis engine”: it must
be initialized specifying the resonance decay channel tartadyzed, the selection cuts and the
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Figure 2: Package output example 1. Two invariant mass distributonsputed with different track types:
in black there is the distribution of “signal” where the Bré¥igner peak can be seen above the background;
in pink there is a background estimation through like-sigmppairs.

desired functions to be computed. A user can even initiailizay instances of this object for
different kinds of analyses in a single job. Once each “egigiras been properly initialized, it is
inserted into a suitably implemented “task” object, desifjaccording to the standard guidelines
of the Al i Root Analysis Framework, and then it can run on any sample of data,any kind

of available environment (GRID, CAF or locally). The finabkuidt is a set of histograms which
contain the outputs of the declared functions.

3.2 Examples

Here we show two examples of the package output in the casp%#70) resonance analysis
through its decay channel into a pair of unlike-sign pion@mputations are done on simulated
p-p collisions at the center of mass energy of 10 TeV.

Figure 2 shows two invariant mass distributions. Black sesiare thet" i~ “signal” pairs
(i.e. pairs of tracks of the same type as the expected resertmughters), where the Breit-Wigner
peak can be seen on top of the combinatorial background. iflkeénangles are the background
estimation computed usimg" 71 andrr 71 like-sign pairs, which reproduce quite well the combi-
natorial background: in fact, in the regions outside thekgka two distributions are quite similar,
but in the latter no peaks are present. After subtractioheéstimated background from the signal,
one obtains the result shown in figure 3, wheregfgeak is clearly visible. In this case, one can
also observe the peak coming frat§ decay around- 500MeV. Thep® peak can then be fitted
with a Breit-Wigner function, in order to compute its mass andth.

In order to test the performances of the package in a typ@aigqmal computer, a test analysis
has been executed on a sample of simulated events generitited simple particle generator
which produced 50 pions and 20 kaons of each charge sign witit enomentum distribution
between 0 and 10 GeXé. Table 1 shows an estimation of RAM occupancy and CPU timeired
for an analysis of these events with a task configured to éxetulifferent analyses, each one
with 2 functions divided into 7 transverse momentum bins.totial, each analysis computes 42



ALICE Resonance Analysis Package A. Pulvirenti

| Inv. Mass ' |
70000

60000

50000

40000

30000

20000

10000

0 | |
0.4 0.6 0.8 1 1.2 1.4 16 1.8
mass (GeV/c?)

Figure 3: Package output example 2. A peak obtained from the sulgraofithe background from the
signal distribution shown in previous figure. The blue linaifit of a Breit-Wigner function.

Analyzed eventg 5300
CPU time total| 72 min
CPU time per event 0.81 s
CPU time per track paif 7.4 x10° s
RAM occupancy| 26.6% of 2 GB

Table 1: Results of a performance test on 5000 events generated w48 primaries with a flat momentum
distribution between 0 an 10 G¢¥, with a Pentium Il @ 2.60 MHz with 2 GB of RAM.

histograms and uses all tracks which pass the cuts, witmgugedection in terms of PID: each track
is assigned the kaon mass by default and its energy is cothpotordingly from reconstructed
momentum. As the table shows, the execution CPU time in ts$& ¢s of 72 minutes for the
whole sample, which means almost 0.81 s per event. In eactt almost 150 tracks are used,
which determines that almost 11000 pairs are processed, the total CPU time required per
each pair is in the order of 7,410~° seconds. For what concerns memory occupancy, a buffering
system was implemented to control the amount of RAM usedi®@ gtvents, and in this test it was
initialized in order to contain the whole sample of 5300 a@sein this case, this required 26.6%
of the total available RAM. The possibility to keep in memaryhuge sample of events helps in
speeding up a lot the analysis, since this avoids multiptesses to files, which could be quite time
consuming especially in the case that files come from a wwitt: GRID environment.

4. Conclusions

The resonance analysis is a very important issue in the $gfigs ALICE analysis pro-
gramme, since it is a well-suited probe of the hot nuclearteanairoduced in LHC heavy-ion
collisions.

A whole analysis package has been developed in order to cdpethis physics analysis
topic. It implements a set of useful functionalities whigbtimize computing time and memory
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occupancy for the execution of this analysis on a huge amotinbllision events. Moreover,
the package is compliant with the standard analysis streigitovided by the ALICE Analysis
Framework, and is able to run on any of the available comgutifrastructures provided for the
ALICE collaboration, both through GRID and small local camipg clusters.

The package is ready to deal with realistic data, it is cotepldntegrated in thé\l i Root
framework and it is stored in its official Subversion repasit

References
[1] R.Rapp and J. Wambach, Adv. Nucl. Phg5.(2000), 1
R. Rapp, Phys. ReC63 (2001), 054907.
[2] E.V.Shuryak and G.E. Brown, Nucl. Phy&717 (2003), 322
[3] R.Rapp, Nucl. PhysA725 (2003), 254

[4] J.Letessier et al., J. PhyG27 (2001), 427
G. Torrieri and J. Rafelski, Phys. LeB509 (2001), 239

[5] P.Fachini, J. Phy<G35 (2008), 044032
C. Markert, J. PhysG35 (2008), 044029

[6] ALICE Collaboration, J. Phys530 (2004), 1517
[7] ALICE Collaboration, J. Phys532 (2006), 1295
[8] aliceinfo.cern.ch/Ofline

[9] root.cern.ch

[10] S.Bagnasco etal. J. Phy3119 (2008), 062012
http://alien.cern.ch

[11] G.Ganisgcontribution in thisbook

[12] J.F. Grosse-Oetringhaus, J. Phg4.19 (2008), 072017
http://aliceinfo.cern.ch/Ofline/Activities/Analysis/CAF/index.htm

[13] A.Gheatacontribution in this book



