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1. Ulrich Heinz

Mike: Can you show the best data far/ ¢, say up to RHIC, and give your predictions for
LHC?

Ulrich: | predict that it will turn over and will be somethididge 15% higher at the LHC. Wit
Busza would instead say that he expects it to keep increasinghly linearly to about 50-60%
larger values than at RHIC.

Rene: I'm still trying to understand the guantitative reaag for how the hadron mass im-
prints on thev, at low p;, and when | can learn something from that fact about how lamgr the
partonic phase and how long I'm in the hadronic phase. Begawagi're making this argument that
this is just thermal equilibration that gives you the madgtapm. If it's thermal equilibration it's
thermal equilibration of hadrons. [yes?] It's not thermguiéibration of partons. [Edward: That
doesn’t matter. It is a cell which moves with velocity That’s all you have to know.] Well, the
elliptic flow builds up in the partonic phase.

Ulrich: What builds up in the partonic phase is momentumanigpy. So, you can discuss this
directly on the level of the momentum-energy tensor, andtwéba find is that you get a different
Tw thanTyy. That is what hydrodynamics builds up. Now, this gets tratesl into elliptic flow by
converting the energy density from the energy-momentusateinto particles. If you wantto do it
early those particles will be partons. If you do it later,tet €nd of the [nucleus-nucleus] collision,
those particles will be hadrons. And how the momentum aroggtthat is encoded in thg,,
manifests itself in an anisotropy of the momentum spectth®particles depends on the masses
of the particles, on their relative chemical compositioowhyou distribute the overall momentum
anisotropy over different particles, all of that mattersmid&hat changes in the hadronic phase as
you go down in temperature.

Rene: But we're making an argument that you see at the hijghamere hydro breaks down,
you see nice 2 to 3 scaling which you would expect from bargmrasmesons. Why don’t | see that
2 to 3 scaling, if most of the elliptic flow builds up in the pamtc phase, even at low momentum?
Why does this translate into a hadron mass [scaling] if Igrdtthere is no buildup of elliptic flow
in the hadronic phase?

Ulrich: No more momentum anisotropy [in the hadronic phase]. You're still changihg t
elliptic flow in the hadronic phase, but you don’t change themmantum anisotropy any more.
OK, at RHIC that’s not quite true. At RHIC you still increadeetmomentum anisotropy a bit in
the hadronic phase, because by the time the fireball hadg®itihas lost only about half of its
spatial eccentricity. So, it’s still out-of-plane eccentand there are still pressure gradients that
are anisotropic. So, the hadronic phase, if it were an idedl,flvould still build more momen-
tum anisotropy. The viscous hadron gas doesn't do it. Itdsuilery little additional momentum
anisotropy. But even the viscous hadron gas changes thecause it redistributes the momentum
anisotropy that’s already there over the hadrons in a tisgeddent fashion because the chemistry
and momentum distributions change. You still build radiahil The spectra get flatter, and so on.

Edward: At least let’s first think pure hydro scenario. Thedinen is locally equilibrated.
Any cell has the [???] distribution in [??7?]. The only reaslo@re isv; is that there are more
flowing in one direct than the other. And we don’t care whichnmeait it comes. All these ideas
are completely irrelevant in this scenario. If you have eetrfequilibrium forget it. The people
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who do recombination, who try to derive the formula thgis increasing byr®, assume a different
distribution. They assume that you have locally anisotriopiye distribution of particles, which
is proportional tov,. And if that would be true that is not “flow.” That is local anisopy of
distribution of particles irany cell. So you may say “does this effect exist?” In hydro it éxand
is proportional to viscosity. | think Derek will be discusgithis later. Viscosity is small, it's a very
small effect. So in first approximation I'm saying you shautdhink about where it comes, what
is the distribution of particles. You have pieces of mattaiah fly with different velocities.

Rene: Are the pieces of matter hadrons or partons? Is theddliidlescribing a parton or a
hadron?

Edward: You would have to know its velocity and then you knaergthing. Everything else
is just nonsense. More precisely, it is a very small effeopprtional to viscosity.

2. David Kettler

Rene: If you say that the {2} that this measures is affected by the same-side jet, yolhaay t
essentially the difference betweex{2} and v2{4} is the same-side jet peak that you see. But the
same-side jet peak is asymmetric. It's not there on the avdiy $o, why don't you just take the
away side and look at what the actwg{2} is?

David: That sounds like a nice idea but it doesn't really welcause you still have a dipole
[back-to-back jets] on the away side. That's not an issueif gre fitting the whole [azimuth]
range. If you're only fittingrr of that range [away-side interval], actually they [quadngpand
dipole] are not orthogonal Fourier components. They'rey@mthogonal over &. So the dipole
becomes an issue [makes a jet contributiomt®} only if the fit is restricted to the away side].

Rudy: From this summary there is no mention of hydro. | thayglur point is to say that you
have something negative to say about hydro.

Thorsten: He’s been bashed for this so many times he doeme’t flaughter]

David: | don’t have anything specific to say about hydro. tjuant to present some measure-
ments and interesting trends.

Tom: You may go back to p. 26, and there is implicit in that desteent about hydro, right?

Raimond: Please go to slide 22. This has new insight into thectsire ofv,(p;). Be-
cause, | mean that’s really dramatic. [laughter, silenca$ially, here you describe(p;) of
the quadrupole term, right? How does that agree witl4} or PHENIX or PHOBOS results on
the p; dependence?

David: From this centrality [0-5%] | haven't seen am/{4} results, because they don't do
well for the most-central bin. [Edward: It is because it issthoentral]. For thegy-integrated
results | compared t&;{4}, and that only goes up to 10-20% central. That was the puddighta.

Raimond: OK, but in the evolution how does that work out if ygaito where thei{4}]
measurements are? It would be quite important to see if flias the same answer, right?

Tom: There is a full parametrization.

David: Yes. At the end of the talk | gave a complete paramation of this. | had to kind of
skip over it. But it can be compared to any results you want.
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Edward: It is completely correct logic: you go to most cehtalisions, there is no elliptic
flow and what remains is other correlations, for example getBuctuations, and they [??7?] are
very small.

Raimond: But, would you agree that in the method you propagesprt of have to at least
keep the fluctuations im, under control, right? Because if for any reasemwould fluctuate a lot
you would be sensitive to this.

David: Right, if there were large fluctuations that would tdute to the quadrupole trend. It
would make it larger. But we measure a quadrupole term thaagscally zero. So, that implies
that there areot large fluctuations.

Edward: Well, if quadrupole term is zero by the way...ah qupdle...you mean,?

Boris: No,v,.

Ulrich: Can we come back to this plot where you have this toorial boost ory;? When you
take any single-particle spectrum that is finite at the arigip; = 0 so(1/p;)dn/dp; is finite at
the origin, you can prove thab has to go quadratically witp, nearp; = 0. That means,/p; has
to go linearly. So, when | see this solid curve that has a bati offset | wonder how you see it.

Tom: The question is, where does the solid curve come from?

Ulrich: What does the single-particle spectrum that cqroesls to that black curve look like?
| don’t think there is a theory that can generate that.

David: That could be, but this is based on the data.

Ulrich: Oh, so it’s just some parameters and....

Tom: It's from the quadrupole spectrum [see that page ofdhg.t You Uli have some as-
sumptions in mind. In this left panel [quadrupole spectruagg] what you can't quite see, up to
the left, those dotted curves are the single-particle speatith no boost. The hypothesis here is
that the quadrupole is coming from a separate phenomenarits/iiwn spectrum which is boosted
by [Ay;p =] 0.6. It's not what you assume in hydro. And that's why theréhis...

Ulrich: I'm sorry, v» is an azimuthal Fourier moment of the single-particle spwet

Tom: That's what you believe. [laughter]

Ulrich: No, this is how it's measured.

Tom: You are imposing a specific model. You said “it's [sonmegfh of the single-particle
spectrum, only one spectrum. I'm saying theretam@single-particle spectra. One is the thing that
starts at zero, and that descrilmasst of the particles. And another is from a separate phenomenon,
which exhibits the quadrupole azimuthal asymmetry.

Ulrich: But sorry,vs is defined by the community as tlgeazimuthal second moment of the
particle distribution. And I'm saying if that single-particle digtution is finite at the origin this
coefficient has to go ag? at the origin.

Tom: Again, you are using language which assumeingle distribution. There are two
superposed distributions. One of them has no...[loud cantshe

Edward: There is only one distribution. How do they find two?

Rene: Is there any model that goes with that, any explanatiois it just a mathematical
construct.

Tom: Well, go back to p. 26. What the data tell you, withouteining anything [model
assumptions], in the middle panel what the data tell youastthere are some patrticles in the final
state that come from a boosted source, and they have theispsatrum.
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Ulrich: How does that tell you that? Can you show me how yogwate a boosted source
from that solid curve?

Tom: That middle panel represents an integral equation—ist talking about the blast-
wave model—it’s an integral equation which folds a boostritigtion (unknown) with a boosted
spectrum. That's the blast-wave model. Taking these datagald in principle invert the integral
equation and infer the boost distribution.

Ulrich: But Tom, that model has &/p; that goes all the way tg = 0, so where does the
solid curve go when it runs across it? [Tom: who says?] Bex#ugt's what you said. You had a
blast-wave model and | know what blast-wave models do.

Tom: I'm talking about a blast-wave model with an arbitragobt distribution which is to
be inferred from the data. You aessuming a certain boost distribution consistent with Hubble
expansion [of a bulk medium].

Ulrich: OK, so tell me what the boost distribution is [fronethata].

Tom: The boost distribution is, according to these datgyf@ximately] a delta function cor-
responding to rapiditydy; =] 0.6.

Ulrich: And that does not give this black line, I'm sorry. Thaves a line that eventually ends
up at zero. It may go negative and then go back to zero.

Tom: That's just how the black curve was calculated.

Ulrich: It doesn’t stop there. What does it do after it crasdee zero line?

Tom: It does go negative.

Ulrich: And then it goes back to zero, right?

Tom: Right. And you know why it goes negative, because...

Ulrich: Because the spectrum does this...it has a shoutdinst rises before it goes down
[slope changes sign], and therefore you get a negagiat low p.

Tom: This is just a mathematical representation of whatd&gioloshin argued by words.
The point being that there is a rather narrow boost distidoynd in principle it could be a delta
function at 0.6. It would give the negative undershoot. Beat/ery simple consequence...

Rene: That's a common boost? Shouldn'’t the curve scale watbsfh

Tom: That’s taken out by the rapidity. That's why you calc¢ala rapidity. The rapidity with
proper mass is a velocity measure.

Rene: If it's taken out by the rapidity shouldn't they fall ¢op of each othenk/p; for
different hadron species]?

Tom: They do, at the leading edge [of the curves].

Rene: No, | mean the black one and open ones [points] in thelenhnel...

Tom: No, because the widths...when you plot on rapidity trdthe of the distributions [spec-
tra] go asT /m.

Rene: But you take them out you said, when you take transvapsdity.

Tom: No. The common boost is accommodated. They all line tipeaibeginning [left edges].
Go back to the quadrupole spectrum [to David].

Rene: Oh, so you're saying that that's where | should seedhiing [at the leading edge]...

Tom: If you plot on boost [rapidity] you see a common source] the left [spectrum] edges
are aligned. For a common temperatdreif that is meaningful, then the widths go &gm on
rapidity. That is just what you see. So, in other words, eveature of this plot [center panel]
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is described by a) the relative abundances of the three haxirecies according to the statistical
model, b) the widths according to a commbrinot due to thermalization> detailed balance, just
guantum mechanics> phase space) and c) the common boost [distribution]. Tradittise moving
parts in this {>(pt)]. Now you go to the quark-number scaling [right panel,man- mg] and you
say “I know exactly why that's that way [quark coalescericBlit it has nothing to do with quark
scaling. It's an accident.

Rene: So, this is proof of thermalization. [laughter]

Ulrich: Until you show me a negative data point down here I'tlbelieve it. There’s a much
more reasonable model...

Tom: There is a published paper, the curve is in a publishpdipa

Ulrich: Unless you provide me with a [negative] data poirdttactually lies on this curve, I'm
not going to believe your exploding shell.

Tom: Those [proton data] are sitting in STAR right now withrwéigh statistics, proton data
that show the negative excursion. Note that curve B is Rarh&s[recent viscous-hydro calcula-
tion, for pions], as David said. Curve A is Derek’s curve frtm first quasi-viscous calculations,
plotted on rapidity, the famous Teaney curve.

Ulrich: Well, blast wave has its serious weaknesses.

Tom: But notice, the important thing is both those theoryesrgo smoothly to zero-zero [the
origin]. And that's strongly contradicted, especially Imetproton data.

Edward: So hydro, remember, hydro describes motion up tcegmmvhere there are rare
particles. So, hydro is supposed to describe only this garaflerp;]. And all this [largerp;] has
nothing to do with hydro. These are jets.

Tom: In thisp, plot on the left [conventionak(p;) vs pt] all the stuff you treasure is jammed
into a tiny fraction of that plot [lower-left corner].

Edward: But this [tiny fraction on the left — loyx] is 99% of particles. You cannot forget this.
All this (to the right) has nothing to do with hydro. We did aagbjob on that [lowp;]. And all this
stuff [higherp;] nobody explained.

Note added (Tom): The description presented by David (eodjd surve for pions) simply
describes all»(p;) data for three hadron species with a single source boosé vadu hadronp
from zero up to 6 GeV/c. No jet contributiont(p;) is needear even allowed over that interval.

Ulrich: Throw away that 1% of the particles at the beginnifthe discussion.

Edward: You think this curve is wrong [Romatschke] — if yookpcompared to your curves?
It is absolutely correct, where it should be. And all the fe®nds through data] is nonsense. It
has nothing to do with hydro. It has to do with particles witigk rapidities which is one particle
per thousand of particles in the event. What hydro can wekspleaut?

Tom: This will certainly be a topic for the discussion sessio

Derek: And dividing zero by zero?(p;)/p:? And then we see that it [hydro theory curves]
disagrees with data? Well, you know, zero divided by zero...

3. Edward Shuryak

Boris: So, you have these electric long tubes, and so what?ddo/ou make the ridge?
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Edward: Well, you were late in the first couple of minutes. By create this tube, and then
there is hydro flow. Hydro flow goes radially from central fisland it pushes it [tube] with large
velocity. Then you see the ridge. The ridge means it is exdérid rapidity and it is narrow angle
in @.

Boris: But | want to produce a ridge at high

Edward: Particles in the ridge are medium to zpro

Boris: There are data at several Ge/c

Edward: No, that was the trigger. There is a jet trigger thanany GeV/c.

Boris: And associated particles with up to the trigger, tRgh

Edward: OK, that was in the beginning of my talk. | explain tuyater.

Jan: What is your impression for LHC?

Edward: Well, | made a prediction going down in energy, whigthhappen soon [at RHIC].
At LHC we still have corona, we still have this mixed phaséyds moved a little bit more in the
periphery. Since we only see the very peripheral, becauieifopaque] hydro phase, | would
think it [the ridge] will also be there. The most interestitinjng is what happens when you go
down [in energy], particularly with the cone and ridges atidreese structures, [is the question]
where do they die? In principle, everything is associatdt this near¥; region. We can calculate
as a function of energy the spatial distribution of mattenfrhydro, etc. So, we know in detalil
where the mixed phase is. One can in principle from this iddeutate exactly how they [vary??7?]
with energy.

4. Duncan Prindle

Edward: A question about the next to last slide. | understaatyou see the jet. And it's
remarkable that the jet structure goes down to below 1 GaVdev do you see that all partons are
accounted for? Where does that statement come from? Besaose of them will go from the
periphery of the system for sure. How do you know that all efthare coming?

Duncan: What | was trying to say is that the dipole [away-$&lgeak] and the same-side
Gaussian [jet] peak follow each other [over all centrabiymne for p-p and central Au-Au]. You're
trying to ask how do | know that all..., how does the same-&dassian account for all partons?

Edward: You say that somehow all minijets which are createdige and give you this struc-
ture.

Duncan: What | am saying is that for all minijets on the sande $here is a partner on the
away side.

Edward: All that you see have partners, that is your statémen

Duncan: That's what I'm staying. | think that Tom is makingteoager statement.

Rene: Can you show in this analysis that the away-side iatégrequal to the same-side
integral? If you say all accounted for it's essentially a nemtum-conservation argument, right?
So, if you take all the momentum on the away side and compaak tiee momentum on the same
side you should get equivalent.

Duncan: Well, we have not gotten the momentum.

Rene: You havey, correlations.
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Duncan: We have them. We haven't fit them yet. The shapes aitdezbit different. They
don't take the same parametrization. So, | don’t have the emdom balance. And | think that
depends on how broad [a7] things get. Some of this [jet structure] falls outside teeeptance.

Note added (Tom): Only a fraction of jets have partners imdtéid n acceptance. For one
unit of n for example the fraction of jet partners is about 10%. Onefte momentum balance of
jets is thus not expected within a limitedacceptance. The important point is that treetion of
observed jets with partners does not change from p-p toalekurAu, is not reduced by absorption
in a dense medium in more-central A-A as would be expectedridopaque core.”

Rudy: Your minijets have a [mean] transverse momentum ardud GeV/c or so. My ques-
tion has to do with what gives that scale. You show nothing¢heaes a particular value gi;, but
you get that from youy; consideration where you cut off the low side because youdé#kbe soft
component and it drops fast on the hard component becagdedtp;). So, you naturally get a
peak associated with a very characterigticSo, where did thap; come from?

Note added (Tom): The low side is not “cut off” in the minimwiasy; x y; plots. The 2D
peak in those plots, interpreted as minijets, is a naturadequence of parton fragmentation. The
2D peak mode (most-probable point) is consistent with thderie 1 GeV/c) of the 1D spectrum
hard component in p-p collisions. The latter is simply th@@ction of the former.

Duncan: From fragmentation of the partons.

Rudy: Yes, butis 1.2 GeV/c special?

Duncan: The [most probable] parton is more like 3 GeV. Thesargnt was that the initial
[parton, PDF] state has more partons at even lower [energydttsome point [below 3 GeV] you
don't have a [hadronic] final state to go to. So, whether tlaetfm] scattering [to hadrons] occurs
or not, it can’t occur below some parton momentum, there'fimed [hadron] state available. So,
the tradeoff between those two constraints happens ta ins1GeV most-probable parton energy
[and~ 1 GeV/c most-probable hadron momentum].

Jiangyong: You call this minijet fragmentation and modiffesymentation. My question is
how can you, instead of calling this modification of minijetstinguish this from the medium
response to the minijets? In either case they will alwayseqmes correlations with the original
seed that you put in. You can call that modified fragmentatiomthe implication is very different,
right? All the models that involve medium response, like Maones or initial fluctuations (or jets)
coupled with radial flow, all have this correlation. If you ddwo-component decomposition you
will always extract the second component which could haxgelanultiplicity. But it may not be
coming from direct fragmentation, because energy conservaill limit the multiplicity. But if
you have a re-interaction with the medium, in principle thdtiplicity can be very large.

Duncan: | don't think | actually said anything about modiffealymentation. | said “deforma-
tion.”

Jiangyong: | combined to what Tom Trainor said, and altéveanterpretation. My question
is, do you have a direct way to separate, to distinguish ttvese

Duncan: | don't think | have. There is something going on i@ slgstem. The null hypothesis
is that...

Jiangyong: If you call modified fragmentation it impliesghis not thermalized. If you call it
medium response there is some certain level of thermadizati
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Rene: You can't call it jet deformation because your scainges completely. What you have
in a peripheral collision is much smaller than what you have ¢entral collision. It's not the same
minijets. It has to be modified. If you integrate, your ampdié times width times width [same-side
peak volume] is much much bigger in central collisions thrapéripheral collisions.

Duncan: Around the transition it's not a tremendous diffier

Rene: Right, it doesn’t only deform, it also increases tnedoeisly at the same time when it's
deformed. It could very well be a different magnitude.

Tom: Remember this is a pair number. If you convert this tgritant number the inferred
jet [fragment] multiplicity increases from 2 to 6 [p-p to ¢ead Au-Au]. It's not that big an effect.
Don't be distracted by the fact that these are pairs. Thisjpelume] is going as the square of the
fragmentation process.

Christina: You can also produce more particles in a jet withriactions.

Tom: In fact, the jet [fragment] multiplicity in p-p is too sth compared to LEP systemat-
ics. In some sense this increase [of minijet peak volumegsoring what was missing in p-p
anomalously. There is a strong suppression [of fragmeid]yiie p-p.

Duncan: One thing | forgot to point out is that maximum amyalis in our units are a little
less that 0.3. For the same [centrality] bin the dipole i9aBd?5. So, they're about the same size.
You look at these plots and you may be tempted to think thiitigaBut that’s about 50%, and
the rest away-side jet peak.

Jan: You also mentiondd broadening. Do you have any numbers?

Duncan: | glossed over thdt. broadening is these things here.

Tom: Can you read for him what the bands are? You [Jan] knowwell it depends on your
definition ofk;.

Jan: Right. In this previous slide you mentioned that you'tdassume correlation between
individualk; andk;», right? In our picture [with Mike Tannenbaum for years] weased thak;
comes from the Lorentz boost of the pair due to the extra tiatiaSo, if it's Lorentz boost then
the twok;s are strictly correlated. You don'’t have that assumptiigt?

Duncan: In my description | assume they are random [uncigd].

Jan: Because, in the Fermi motion picture you would expest thight be uncorrelated. It
would be nice to see if we can somehow [distinguish the twegjas

Duncan: If they were completely correlated you would expedee either this or this [refer-
ring to slide on “The othek broadening”].

Jan: Right.

Duncan: Actually, is that true?

Tom: | don't think it would be any different than this [whatds the slide].

Duncan: It's random event to event. If tlkgare correlated to each other for a particular
scattering but random relative to the momentum transfemithiget exactly this result.

Note added (Tom): The degree of correlation betweetkihef a scattered-parton pair would
influence the absolute magnitude of the broadening, notuhbtgtive features.

5. Derek Teaney

Ahmed: | think | would follow earlier and possibly be convattabout hydro. | think this
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would be the first time, just because of the basic questidrythastarted from. Could you please
explain why you would start [evolving hydro] around 0.6 frd/¢ will not ask about more than
1 fm/c. But what will happen if you start from 0.1 or 0.2 fm/c?arCyou prove, from the basic
principles you start from, that we should start some timeuatiwat point [0.6 fm/c] with the hydro?

Derek: You want to be starting long compared\igep ~ 1 fm/c. You sort of push it and start
near there. And, since | do think the [energy???] scale iesdrat larger, it's reasonable to start
the decoherence time at 0.6 fm/c.

Ulrich: | think the question went in a different direction: A is there no flow developing
before 0.6 fm/c? And the answer is “yes there is.” But you camescribe it by viscous hydrody-
namics. Really, what you should do is have a microscopichibat describes the amount of flow
created at early times and then match it to hydro. You canodhd matching before the [hydro]
formalism becomes valid. And, as [Derek] pointed outj jfs is of the order 0.3 or 0.2 you will
probably have to wait for about 1 fm/c before we can contimugropagate with viscous hydro.

Ahmed: Even if you multiply the energy density from the iaitenergyesy by a factor 4 or 5?

Derek: It doesn’t matter. What matters is therl

Ahmed: Then there is a very important point here. We all knlo&t &s ... it is Agcp for the
vacuum [??7?], to 150 MeV maybe. Now, if you compress the mattefor sure would change.
We don’t know what would be the scale for QCD there. Then hoasdbcome? We can use the
energy density and you still need that 0.6 fm/c.

Derek: You don't need 0.6 fm/c—for sure not. Most of the trgrse dynamics happens on a
longer time scale, like 3 fm/c. So, you don'’t need to start.&tfth/c.

Edward: The answer in one sentence is hydro itself tells wieenan start. [??7?] will tell you
the time and the temperature you can use it.

Rene: Equilibrium still has to be an issue, right? Is it eifpudted or not?

Derek: We assume that we're approximately equilibratedoéisn’t need to be perfectly equi-
librated. But if we look at one of the plots that Uli showed wlat if you changed the initialization
of M [momentum flux density???] you find it. It relaxes on a timdescé 1/( /s), and the final
results are independent of what you takelfrand that's what we find too. The precise way you
initialize leads tay /s sufficiently small.

Rudy: Let me ask the question in a different way. Suppose yon fs at 0.2 and plot the
result as a function ofy. How much of a range do you...

Derek: Very little.

Rudy: It would be nice to show that.

Derek: Because you're sort of...we've made plots. You'rengdackwards in time... and
you're looking at the transverse dynamics which develops avlonger time scale. So, in that
short time [interval] you get basically Bjorken expansiomlaot too much else.

Ulrich: I think your answer is not quite correct (except fdeal hydrodynamics). | think that
in viscous hydrodynamics when you go to earlier times yowehascous entropy production. You
have to renormalize your entropy so that you still get theeséimal multiplicity. And in the end
you do get more radial flow when you start earlier.

Derek: | guess the good thing about the viscous [hydro] isithalls you when you should
start. You have)/s. If you go back too early, you'll see that your gradients angéncompared to
the scale you want to evolve it on, which just tells you youndasomething wrong.
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6. Lanny Ray

Mike: | believe most of the stuff you said, but | didn’t spespectra of these so-called jets.

Lanny: | believe that was [shown] on the first day.

Mike: Well, what is it? Goes like whaty to a power? Where is it? How does it compare to
QCD?

Lanny: | have it on a backup. Here itis.

Mike: Thanks. [Lanny: Does that help?] No. [laughter] Jusdight out: You say you have
jets, whatever you call it. You have a cone, a nice jet cotigla You say they're jets. What's the
p: spectrum? Even Rubia showegaspectrum.

Tom: You're asking effectively for the partqm spectrum?

Mike: No. What you see, whatever you call it. You have an dbjec

Tom: Well, this is by hypothesis the fragmemtspectrum. Are you asking about the parent
partonp; spectrum?

Mike: You have some blah, that looks like a cone.

Tom: The answer is we have both. We have all of these [???] emdag plot.

Mike: OK, that'’s the two-particle correlations. What's theperp?

[obscured by background conversation]

Mike: OK, you see jets by two-patrticle correlations. So wélae is new?

Rene: | just want to make one comment to the radial expansitets. | don't think it's
quite true to say they do not describe the growth on the avdey+idge. The local momentum
conservation term is in these models. The local momentureazeation grows when the ridge on
the same side...

Lanny: So, ...

Rene: You look at the Brazilian paper...is just a more quatide thing...

Lanny: | have yet to figure out what's in NEXSPHERIO [Brazilipaper], as far as what
produces its away-side correlation, and | have not gottéra@mht answer...

Edward: The authors themselves have to figure out what isdmapg inside their code. |
spoke with them about it. It's still a mystery how they get it.

Rene: How they get the away side?

Edward: Yes.

Lanny: | have asked that several times and gotten [no answer]

Rene: | was also under the impression that it's the momenturaarvation term...

Thorsten: If you have a near-side ridge there must be songetzlancing on the away side.

Rene: The momentum has to be balanced.

Edward: Somehow, | find it a bit strange that there is someophjhical difference between
your findings and the kind of framework you looked at this. Yioud that there are some transitions
in this phenomenon. And you have evidence which is very éstimg that there is strong energy
dependence—62 and 200 [GeV] are different. And the positiimere they [transitions] happen
seem to correspond to the same density of matter. And therdogdufor solutions in pQCD.
pQCD doesn't care about specific density of matter. It'sy¥r@ng proportional to density, a trivial
dependence. Is some transitions in medium...

Boris: Is not true, without coherence maybe but with cohegearot true.
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Edward: OK, then have two formulas, proportionahtandnz.

Boris: No, no. QCD does have coherence above proportioransity.

Edward: Yes, but it doesn't have phase transitions as aifumof density. It's a many-body
phenomenon, I'm saying. You will never understand it in pQ@IB a phenomenon in medium. It
is clear that it is a function of density, from your [Lannyfgjdings.

Tom: Isn't that Lanny’s last point though. You're talkingaii pQCD in a particular context.
Now we have...

Edward: | never understand what is coherent there. | knowdrparton model it is incoherent
collision of partons. Everything else is a mystery to me.

Boris: There is Landau-Pomeranchuk, which is differentfnohat you say.

Edward: It's just modification of jet quenching. We're noesfiing about jet quenching.

Yuri: It is not modification of jet quenching, it is a new mealsm for producing partons. It's
not about energy loss, it's about...

Boris: I'm talking about Landau-Pomeranchuk in the initiahditions, not in the final state.

Derek: How does the growth of the [eta] width of the [samesfiitige [jet peak], §,] how
does that depend on the multiplicity? You found a suddersitiam of this width, and the multi-
plicity dn/dn is smooth there? What happens with that?

Lanny: Do you see something corresponding in the multigiit{yes] It's really hard to see.
The question was: near the transition do we see a similahgtitthe multiplicity vsv?

Tom: Yes. Infact | showed that in one of my last few slides. $waing the two-particle [same-
side jet] correlations to infer single-particle yields. &/a this transition occurs the measurements
of total particle multiplicity are not very well establistheBecause that’s actually quite peripheral
collisions. So, if you plot the same thing oyt [participant number] where the transition occurs
is rather smalhpart. Measurements there at RHIC are unfortunately rather sgaand poor.

Lanny: So, the answer is yes, that’s something that in gpleaan be looked at. What about
62 GeV?

Tom: Same problem for 62 GeV.

Lanny: So, | think that’s a criticism of the lack of precisidata.

Tom: It's a cultural issue, because the concentration...

Lanny: In fact Lijuan [STAR spectra working group convenet to pick on you, but you're
representing all things spectra. Do we have precise meaasuis ofng, vs centrality, especially
for Au-Au at 62 GeV? We have what we just published, but theisrse bites.

Lijuan: We just published the data, and basically [????t.dgkabal multiplicity as a function
of centrality we do not see the transition. It's quite smooth

Lanny: So, that's the answer, with the given statistics welhvae don't see it.

Note added: At the transition point the fraction of multgity coming from fragmentation
(hard component) is significantly less than 10% of the t@alynambiguous observation of the
transition withdng,/dn would require very accurate data, which are not currentylable.

Mike: | have to say there’s nothing between 5 GeV and 200 GeV.

[obscured by conversation]

???: What's it like in Cu-Cu

Lanny: It's all over the place. It goes from something liké6@ll the way down to 20% in
copper.
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Jiangyong: But impyt that's a small number, 50-60. Hydro may not be that fully ayztile
at that point. The sharp transition may just be the turn-aradial flow.

Lanny: | don't think hydro is applicable there.

Jiangyong. Hydro works...actually hydro works | would sapeenp,rt = 100.

Edward: It's not the work of hydro. If you look ab it doesn’t have anything special at these
points, special for copper.

Tom: You should point out that conventional practice is tomeasure the first two centrality
points [on those plots, which establish the linear-supstiwn baseline]. That's forbidden!

Lanny: Yes. Actually one reason we [STAR] didn't see this #olong time was because
typically these first two [centrality] bins [are missing]oNnally, [conventionally] data stop at the
80% point. Plus, you combine that with plotting gyt which takes all of this [peripheral region]
and jams it down into the corner. So all this part [including sharp transition] is jammed into the
corner.

Tom: That’s another example of the choice of plotting forfaabring or disfavoring certain
assumed mechanisms.

Boris: Let me ask this question. From jet quenching we caraekthe transport coefficient.
On the other hand we could measure broadening directly wmeik serious test. The broadening
for away-side jets contains information.

Lanny: Yes, but that's very hard to measure, because trat/ay-side peak on azimuth is]
already [very broad], at least in the momentum range we arkgiyou go up in [fragment, parton]
momentum you could do that [what Boris suggested].

Mike: What is the momentum range you're in?

Lanny: We have no momentum cutoff. That's the plot that yoo'dike.

Mike: You said a momentum range. Just tell me the range.

Lanny: Our lower limit is 0.15 GeV/c. Where this [jet] strueces sits is at 1-1.5 GeV/c, say
from 0.8 to 2 GeV/c, where most of the [jet fragment] parSatentribute.

Tom: Duncan showed the measurements in p-p olktH®oadening evolution withp; cuts.
So, that’s been done. THe evolves...it decreases the softer you go because of kinepat-
straints. If you choose smaller-momentum hadrons thatoeiltespond to smaller allowdd [the
k: distribution is biased by the hadron selection].

Boris: But this broadening comes from the primordial trarse momentum.

Tom: Yes, in p-p.

Lanny: He's asking something a bit different. As the jet quhers in the medium there ¢g ~
which measures that broadening.

Tom: Then we go back to what Lanny showed. The away-side gealkdady so very broad...

Lanny: It might broaden further, but it's still going to lotike a dipole.

Rene: You say [there are jets] between 0.8 and 2.0 GeV/c,andg that on the basis of your
y; Cuts...

Lanny: Yes, that's on the basis of where that [hard compdrmemhp is ony;.

Rene: Do all these plots have the same [vertical] scale?UBedhae particles below 0.8 GeV/c
you have so many more. My question is, if you now scale the bitsef...if you go to the next
plot [??7?] where you show the [different ytxyt plots??7?]...

Lanny: [discussion of weighting procedure to get averageograms]
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7. Kevin Dudling

Jiangyong: You have this two-component—gluon-quarks—etvifliow with the same radial
flow, but they have different cross sections, so they haverdifit anisotropy before freezeout. Then
you assume that gluon goes to baryon dominantly, and quarksmesons, right?

Kevin: That was certainly the assumption made in this p&turhat's what got us thinking
about this meson/baryon scaling. If you make that assumpigoe you get this beautiful scaling.
They're right on top of each other. And that's a pure theotgwation. There is no fine-tuning
there. The relaxation time between quarks and gluons carnef @CD. We just chose to scale
the gluons by 3 and the quarks by 2 based on the thinking youdmabwe saw this. And then we
said OK now let’s do some phenomenology with this. And thergaéo the meson/baryon scaling
where we keep this ratio of cross sections arbitrary.

Rene: You are not saying the baryons are made from gluondiamddsons from quarks, your
not saying that.

Kevin: We're not saying that.

Jiangyong: But he assumed. Otherwise how do you get theng@ali

Kevin: No. Here we have two different scales related to thaxagion times of mesons and

baryons, and that’s sort of chosen. This fit paramejgfcg is the ratio of relaxation times for
mesons and baryons.

Rene: It's a fit parameter.

Guy: The picture in this case is, supposing that hadromndtappens while you're still in
the hydrodynamic regime, and then there’s a brief periodnwair hadrons are hydrodynamic.
During that period the departure from the ideal curve ismeiteed by the inverse of the size of
your scattering cross section. Now, | have no idea what tlative scattering cross section of a
baryon and a meson is, so I'll let it be some number and seefith#tte data. And if the number
is 1.5 or 1.6 then with one fitting parameter | can get both...

Jiangyong: But this tells me something about hadronizatight?

Kevin: This parameter tells you something about the redatates of mesons and baryons, the
relative cross sections.

Thorsten: Wouldn't that predict different decoupling teargtures? If the baryon has a larger
interaction cross section?

Kevin: Probably slightly, yes.

Che-Ming: I'm a bit confused. Ulrich told us most of thg, 80% develops in the partonic
state. Now you say all the scaling is from the hadronic st&wt Ulrich says 20% is from the
hadronic state.

Kevin: The momentum anisotropy develops during the pactetate.

Thorsten: That's just in the tensor. That's just the fluichedat. At some point you need to
commit and say | want to convert this into a hadron, and youd nespecify how to do it.

Kevin: This momentum anisotropy builds up throughout thekletevolution. Then you finally
get to freezeout and you need to produce your particles, d&eehwou do that, Uli and | are doing
it the same way, but that happened because of this buildupisdtropy early on.
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