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1. Introduction
In this conference presentation we discuss the process
ete” > ete 1P, (1.1)

where the final state® is produced via two-photon mechanism [1], illustrated ig.Fi. We
measure [2] the differential cross section for this prodaghe single tag mode where one of the
outgoing electroris(tagged) is detected while the other electron (untaggesastered at a small
angle and escape detection. Thfeis observed through its decay into two photons. The tagged
electron emits a highly off-shell photon with the momentuamsferg? = —Q? = (p— p')?, where

p and p’ are the four momenta of the initial and final electrons. Themaotum transfer of the
untagged electron is near zero. The differential cross@eéor pseudoscalar meson production
do(ete” — ete n®) /dQ@? extracted from the experiment depends on only one form fdet@?),
which describes thgy* — m° transition. To relate the differential cross sections t® tiransition
form factor we use the formula faz"e~ — ete 1P cross section in Egs.(2.1) and (4.5) from
Ref. [1].

At large momentum transfe€)?, perturbative QCD (pQCD) predicts that the transition form
factor can be presented as a convolution of a calculable s@atlering amplitude foyy* — qq
with a non-perturbative pion distribution amplitudg;(x) [3]. The latter can be interpreted as the
transition amplitude of the pion with momenturinto two quarks with momentBx andP(1— x).

In lowest order pQCD the transition form factor is obtainezhi

. 2
QP (@) = Y20 "4 1 0o(ay +O<A§§D), (1.2)

where f; = 0.131 GeV is the pion decay constant. The pion distribution laoge (DA) plays
an important role in theoretical descriptions of many hsedttering QCD processes. Since the
evolution of g;(x) with Q? is predicted by pQCD, experimental data on the transitiomftactor
can be used to determine its unknown dependence [@n5, 6, 7, 8, 9, 10, 11].

The pion transition form factor was measured in the CELLQ Hrid CLEO [13] experiments
in the momentum transfer ranges of 0.7-2.2 Gaxd 1.6-8.0 Ge¥, respectively. In this analysis
we study the form factor in th&? range from 4 to 40 Ge¥/

2. The BABAR detector and data samples

We analyze a data sample corresponding to an integrateddsity of about 442 fb! recorded
with the BABAR detector [14] at the PEP-Il asymmetric-enesforage rings. At PEP-II, 9-GeV
electrons collide with 3.1-GeV positrons to yield a ceriémass energy of 10.58 GeV (tlg4S)
resonance). Additional data-(10%) recorded at 10.54 GeV are included in the present aralys

Charged-patrticle tracking is provided by a five-layer siticvertex tracker (SVT) and a 40-
layer drift chamber (DCH), operating in a 1.5-T axial magnéeld. The transverse momentum
resolution is 0.47% at 1 GeW¥/ Energies of photons and electrons are measured with a IEsI(T

1Unless otherwise specified, we use the term “electron” fitregian electron or a positron.
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Figure 1: The Feynman diagram for te'e” —  Figure 2: The distribution of the cosine of the

e*e n® two-photon production process. polar angle of theer® system momentum in the
c.m. frame for data (solid histogram) and simu-
lated signal (dotted histogram). Events for which
|cosB; o > 0.99 (indicated by the arrow) are re-

tained.
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Figure 3: Ther distribution for data events. The

shaded histogram shows the background diStribLtigure 4: The detection efficiency as a function

tion, estimated from sidebands of the two-photon ", :
. _ _ e of Q for events with a tagged electron (squares), a
mass distribution. The vertical lines indicate the re-

X . tagged positron (triangles), and their sum (circles).
gion (—0.025< r < 0.050) used to select candidate

events.

electromagnetic calorimeter (EMC) with a resolution of 3%daGeV. Charged-particle identifi-
cation is provided by specific ionizationEddx) measurements in the SVT and DCH, and by an
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internally reflecting ring-imaging Cherenkov detector [R).

Signal and backgroundgte~ — ete °r® processes are simulated with the Monte Carlo
(MC) event generator GGResRc. It uses the formula for tHereiftial cross section from Ref. [1]
for n° production and the BGSM formalism [15] for the two-pion filsthte. Because th@? dis-
tribution is peaked near zero, the MC events are generatddamiestriction on the momentum
transfer of one of the electron§? = —q? > 3 Ge\2. This restriction corresponds to the limit of
detector acceptance for the tagged electron. The secoatioglds required to have momentum
transfer—q% < 0.6 Ge\2. The experimental criterion providing this restrictiorr fdata events is
discussed in Sec. 3. The pseudoscalar form factor is fix€d@pin MC simulation.

The GGResRc event generator includes next-to-leadingroadliative corrections to the Born
cross section calculated according to Ref. [16]. In paldicut generates extra soft photons emitted
by the initial and final state electrons. The formula from R&6] were modified to account for
the hadron contribution to the vacuum polarization diaggaffihe maximum energy of the extra
photon emitted from the initial state is restricted by thguieement? E; < 0.05//s, where/sis
the e"e~ center-of-mass (c.m.) energy. The generated events ajecsedh to detailed detector
simulation based on GEANT4 [17], and are reconstructed Wighsoftware chain used for the
experimental data. Variations in the detector and in therbleackground conditions are taken into
account. In particular, we simulate the beam-induced backgl, which may lead to appearance
of extra photons and tracks in the event of interest, by ayérh the raw data from a random
trigger event on each generated event. Background evemsefre~ — qq, whereq represents a
u,d,sorcquark,ete” — 1717, andee” — BB are simulated with the JETSET [18], KK2F [19],
and EvtGen [20] event generators, respectively.

3. Event sdlection

At the trigger level the events for the process under studysatected by theirtualCompton
filter. This filter was originally designed to select so-edllVirtual Compton Scattering (VCS)
used for detector calibration. This process corresponés¢o — e e~y reaction with kinematics
requirement that one of the final electrons goes along beasnahkile the other electron and the
photon are scattered at large angles. The filter requirdsatftandidate event contains a track
with p*/,/s> 0.1 and a cluster in the EMC wit&*/,/s > 0.1 which is approximately opposite
in azimuth (6¢* — m < 0.1 rad). Cluster and track polar angle acolinearity in the.cframe is
required to be greater than 0.1 rad. Finally, the measureding energy in c.m. frame, which
should correspond to the undetected electron, is comparedprediction based entirely on the
directions of the detected particles and the assumptionttieamissing momentum is directed
along the collision axis{Eyeqs — Ejyeql/+/S> 0.05. For significant fraction of the*e™ — e"e” P
events the trigger cluster algorithm cannot separate tbeopb fromr°® decay, and hence identify
them as a single photon. Therefore YietualCompton filter has relatively large efficiency (about
50-80% depending on th@ energy) for signal events.

In each event selected by tWértual Compton filter we search for an electron and@é candi-
dates. A charged track identified as an electron must otigifram the interaction point and be in

2Throughout this paper the asterisk denotes quantitiesig’te~ c.m. frame.
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the polar angular range 376 < 6, < 2.450 rad in the laboratory frame. The latter requirement is
needed to provide high efficiency of the trigger track-fidaigorithm and for good electron iden-
tification. To recover the electron energy loss due to brémaisking radiation, both internal and
in the detector material before the DCH, we look for EMC sh@nsose to electron direction and
combine their energies with the measured energy of theretettack. The resulted laboratory en-
ergy of the electron candidate must be greater than 2 GeVpheton candidates with the energies
greater than 50 MeV are combined to forrm&candidate by requiring that their invariant mass be
in the range 0.06-0.21 Ged#/and that their laboratory energy sum be grater than 1.5 GeveS
significant fraction of events contains beam-generated@mitrack and photon candidates, extra
tracks and extra photons are allowed in an event.

The main background process, VCS, has a cross section stéwanaand times greater than
that for the process under study. The VCS photon togethdr avitoft photon, for example from
beam background, may give the invariant mass value clo$et@tmass. Such background events
are effectively rejected by requirements on the photorchglangle|cost,| < 0.8 and on the®
c.m. polar angldcos6;;| < 0.8. The photon helicity angle is defined as the angle between th
decay photon momentum in th& rest frame and tha® direction in the laboratory frame.

The next step is to remove improperly reconstructed QED tsveWWe remove events which
involve noisy EMC channels, events with extra tracks clogbe® candidate direction, and events
with |AB,,| < 0.025 rad, wheré\,, is the difference between the laboratory polar angles of the
photons from the®® decay. The latter condition removes VCS events where theopteonverted
to aet e~ pair within DCH volume. It also removes about 20% of signatres, but significantly
improves (by a factor of about 15) the signal-to-backgrocat.

Two additional event kinematic requirements provide fartbackground suppression and im-
prove data to MC-simulation correspondence. Figure 2 shbeslata and MC simulation dis-
tributions of the cosine polar angle of tea® system momentum in the c.m. frame. We require
|cosBy,;| > 0.99, that effectively limits the value of the momentum tramsb the untagged elec-
tron, ¢, and guarantees compliance with the conditiesg < 0.6 GeV? used in MC simulation.

The emission of extra photons by the electrons involvedddada difference between the
measured and actual values@#. In the case of initial state radiation (ISR) @8 = QF ye(1+
ry), wherer, = 2E7/\/s. To restrict the energy of the ISR photon we use the parameter

— \/5— Eén_ err’ (3_1)
NE

whereE},, and p;,; are the c.m. energy and the magnitude of the momentum of tieetdeern®
system. In the ISR case this parameter coincides witlefined above. The conditian< 0.075
ensures compliance with the restrictign< 0.1 used in MC simulation. Thedistribution for data
is shown in Fig. 3, where the shaded histogram shows the bankd estimated from the fit of
the two-photon mass distribution (Sec.4). We select ewerits —0.025 < r < 0.050 for further
analysis.

The background frong" e~ annihilation into hadrons is strongly suppressed by theireg
ments of electron identification, on c@%, and onr. An additional two-fold suppression of this
background is provided by the condition that theomponent of the c.m. momentum of tee°
system is negative (positive) for events with tagged paosi{electron).

r
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TheQ? dependence of the detection efficiency obtained from MC kition is shown in Fig. 4.
The detector acceptance limits the detection efficiencynaill<Q?. To avoid possible systematics
due to data-simulation difference near detector edges waesuane the cross section and the form
factor in the regiorQ? > 4 Ge\2. The asymmetry oé" e~ collision at PEP-II leads to different
efficiencies for events with electron and positron tags. QReange from 4 to 7 Ge¥is measured
only with the positron tag. The decrease of the detectiomieffty in the regiorQ? > 10 Ge\?

is explained by the decrease of th reconstruction efficiency due to growth of the average
energy withQ?.
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Figure 5: The two-photon invariant mass spectra for data events faethepresentative? intervals.

The solid (dotted) curve corresponds to the fit with lineargdratic) background shape. The dashed curve
represents the fitted quadratic background.

4. Fitting two-photon mass spectrum

The two-photon mass spectrum for selected data eventsigsinoFig. 5 for threeQ? inter-
vals. ForQ? > 40 Ge\? we do not see evidence ofrd signal over background. To determine the
number of events containingr® we perform a binned likelihood fit to the spectrum with a sum of
signal and background distributions. We describe the sigr@ashape by the sum of two functions
from Ref. [21] with the same position of their maxima. Thegraeters of this signal function
are fixed from the fit of the mass spectrum for simulated signahts weighted to yield th@?
dependence observed in data. The background distribuigidagcribed either by a linear function
in the mass range 0.085-0.185 GeAfr a second order polynomial in the mass range 0.06-0.21
GeV/[c?. The data mass spectrum is fitted with 5 (6 for second ordempanial) free parameters:
the number of signal events, the peak position, the widthmater,a;, of signal function, and 2
(3) parameters for background. The results of the fits arevshio Fig. 5.

The total number of signal events in the range of ©? < 40 Ge\? is about 14000. The
difference in signal yield between the two background higpsés is 170 events while the statistical
error on the signal yield is 140 events. The difference betwthe peak positions in data and MC
simulation is consistent with zero. The value @f is 7.5 MeVk? in data and 7.7 Me\¢? in
simulation, which corresponds to the difference of abowt $tandard deviations.

A similar fitting procedure is applied in each of the sevent®é intervals indicated in Table |
of Ref. [2]. The parameters of the” signal function are taken from the fit of the mass spectrum
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for simulated events in the correspondi®g interval. For the fits to data, the value of the param-
eter o7 is modified to take into account of the observed data-sinmadifference in resolution:
o1 — \/012 — (1.9 MeV)2. The free parameters in the data fits are the number of sigeateand
two or three parameters, depending upon the descriptioheobackground shape. The numbers
of signal events obtained from the fits using linear backgdoare listed in Table | of Ref. [2].
The difference between the fits in the two background hypathds used as an estimate of the
systematic uncertainty associated with the unknown backgt shape.
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Figure6: TheQ? dependence of the radiative cor-Figure7: TheQ? dependence of the total efficiency
rection factor. correction.

5. Cross section and form factor

The differential cross section fere~ — ete P is calculated as

do_ Newr/8Q7 5.0)
d@? eRL
whereNgyr is the number of signal events, corrected as discussed pawis the relevan)?
interval, L is the total integrated luminosity 4421, ¢ is the detection efficiency obtained from
simulation as a function a@?, Fig. 4, andR is a radiative correction factor.

The radiative correction factor accounts for distortiorthe Q% spectrum due to the emission
of photons from the initial state particles and for vacuurtapeation effects. It is determined from
generator-based simulation. TR spectrum is generated using only the Born amplitude for the
ete- — ete 1 process, and then again using a model with radiative caoreatcluded. The
Q? dependence of the radiative correction factor, evaluasethe ratio of the second spectrum to
the first, is shown in Fig 6. The accuracy of the radiative ection calculation is estimated to be
1% [16]. Note that the value & depends on the requirement on the extra photon energyQfhe
dependence obtained corresponds to the criterier?E;/,/s < 0.1 imposed in the simulation.
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The number of signal eventdl,, is obtained from the mass spectrum yields after several
corrections. First, we subtracted the background from th® @oductionete™ — ete  mom®
process, peaking in the mass spectrum. The fractionr8ftiackground events in ther® data
sample changes from 13% fQ? < 10 Ge\? to 6-7% forQ? > 10 Ge\?. We do not see clear
contribution from other two-photon processes, and estntiat their contribution do not exceed
5% of the 21° background and thus are negligible. Then, we study therdiffse between data
and MC-simulation for several well known processes and firddfficiency correction, defined
asod = &gaa/Emc — 1. This correction accounts for effects of identification efficiency, electron
identification efficiency, trigger efficiency, kinematiapg@rements om and co9;,;, and the effect
of the beam-induced background. Total efficiency correctis a function o€? is shown in Fig. 7
and does not exceed 10%. Finalg,r also accounts the effect of fini@? resolution, by unfold-
ing the migration matrix for statistics between adjacensbiThis effect changes the shape of the
Q? distribution insignificantly, but increases the errors @pout 20%) and their correlations.

The values of the differential cross section with statitiand systematic errors are listed in
Table 11l of Ref. [2] and are shown in Fig. 8 together with CLE@a [13] forQ? > 4 Ge\2. The
Q? independent systematic error is equal to 3% and includesysematic uncertainties in the
efficiency correction (2.5%), in the radiative correcti@etor (1%), and an error of total integrated
luminosity (1%).

Since the requirement on c@§; limits the momentum transfer of the untagged electron, we
measure the cross section for the restriagiédange|g?| < amax. The value ofagy is determined
from theg? dependence of the detection efficieneyama) = 50%) and equal to 0.18 G&Y

To extract the transition form factor we compare the meabared the calculated values of
the cross section. The simulation uses the constant fortarfegc. Therefore the measured form
factor is determined as

(da/sz)data

2,2 2
FAQY) = mﬁm- (5.2)

The calculated cross sectigdo /dQ?)uc has a model error due to the unknown dependence on
the momentum transfer to the untagged electron. We u.ﬁeiadependent form factor, which
corresponds to the QCD-inspired mo@édk?, g3) 0 1/g? [24]. Using the vector dominance model
with the form factor= (%) 0 1/(1—q3/mg), wherem is p meson mass, leads to a decrease of the
cross section by 3.5%. This difference is considered to estimate of the model uncertainty due
to the unknoqu% dependence. Note, that this estimate strongly dependsedinth on q%. The
value of 3.5% is obtained Withﬁ] < 0.18 Ge\2. For a less stringerg? constraint, for example
|g3| < 0.6 Ge\2, the difference between the calculated cross sectionbiesat:5%.

The values of the form factor obtained, represented in the 02|F (Q?)|, are listed in Ta-
ble 11l of Ref. [2] and shown in Fig. 9. For the form factor weaie the combined error, for
which the statistical an@?-dependent systematic uncertainties are added in quaglrafheQ?-
independent systematic error is 2.3% and includes the taiosr of the measured differential cross
section and the model-dependent uncertainty due to theowrkq% dependence.

6. Summary

We have studied the"e~ — ete~ 1 reaction in the single tag mode and measured the differ-
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Figure10: Theyy* — ni° transition form factor multiplied by?. The dashed line indicates the asymptotic
limit for the form factor. The solid and dotted curves show tiredictions for the form factor [9] for the CZ
[27] and asymptotic (ASY) [28] models for the pion distrilmrt amplitude, respectively. The shaded band
represents the prediction for the BMS [29] pion distribateomplitude model.

ential cross section@o /dQ?) and theyy* — m° transition form factofF (Q?) for the momentum
transfer range from 4 to 40 Gé&V For the latter, the comparison of our results with the presi
measurements [12, 13] is shown in Fig. 9. In ®&range from 4 to 9 Ge¥ our results are in
a reasonable agreement with the measurements by the CLEDamsition [13], but have signif-
icantly better accuracy. We also significantly extend @feregion over which the form factor is
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measurement.
To effectively describe th€? dependence of the form factor in the range 4—40 &ete fit
the function

QR =A( ¢ )B 6.1)
10 Ge\?

to our data. The values obtained for the parameterd ar@.182+ 0.002 GeV an¢3 = 0.24+0.02.
The fit result is shown in Fig. 9 by the dotted curve. The effed)? dependence of the form factor
(0 1/Q%?) differs significantly from the leading order pQCD prediuti (0 1/Q?) (see Eq.1.2),
demonstrating the importance of higher-order pQCD and paaeections in the&? region under
study.

The horizontal dashed line in Fig. 9 indicates the asymptotiit Q°F (Q?) = v/2f;~ 0.185
GeV for Q%> — o, predicted by pQCD [3]. The measured form factor exceedéirtiiefor Q2 > 10
Ge\2. This contradicts most models for the pion distribution &itage (see, e.g., Ref. [25] and
reference therein), which give form factors approachireyaglymptotic limit from below.

The comparison of the form factor data to the predictionsoafia theoretical models is shown
in Fig. 10. The calculation of Ref. [9] was performed by A.BkBlev, S.V. Mikhailov and N.G. Ste-
fanis using the light-cone sum rules method [26, 5] at the-tm¥eading order (NLO) of pQCD;
the power correction due to the twist-4 contribution [26]smdso taken into account. Their results
are shown for the Chernyak-Zhitnitsky DA (CZ) [27], the aptotic DA (ASY) [28], and the DA
derived from the QCD sum rules with non-local condensatégd3B[29].

For all three DAs thé)? dependence is almost flat f@% > 10 Ge\?, whereas the data show
significant growth of the form factor between 8 and 20 GeVhis indicates that the NLO pQCD
approximation with twist-4 power correction, which has medely used for the description of
the form-factor measurements by the CLEO collaboration, [3nadequate fo€)? less tharx 15
Ge\~,

In the Q? range from 20 to 40 Ge¥/ uncertainty due to higher order pQCD and power correc-
tions are expected to be relatively small. Here, our datablieve the asymptotic limit, as does the
prediction of the CZ model.
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