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The online reconstruction of tracks is a fundamental element of trigger systems in High Energy

Physics experiments, especially in the presence of very crowded events at high instantaneous

luminosity. In this paper we will review the main characteristics of online tracking processors

at hadron colliders. Moving from the past to the future, and towards increasing instantaneous

luminosity, we will first show how H1 experiment at Hera facedthe challenges of online track

reconstruction implementing pattern matching and track linking algorithms on CAMs and FPGAs

in the Fast Track Trigger (FTT). The pattern recognition technique is also at the basis of the

Silicon Vertex Trigger (SVT) at the CDF experiment at Tevatron: coupled to a very fast fitting

phase, SVT allows to trigger on displaced tracks, thus greatly increasing the efficiency for the

hadronic B decay modes. A recent upgrade of the SVT track fitter, the Gigafitter, can perform

more than 1 fit/ns and further improves the CDF online triggercapabilities at high luminosity. At

SLHC, where luminosities will be three orders of magnitude greater than Tevatron, online tracking

will be much more challenging: we will describe CMS future plans for a Level-1 track trigger

and the Fast TracK (FTK) processor at the ATLAS experiment, based on the SVT architecture

and designed to provide high quality tracks reconstructed in time for a Level-2 trigger decision.
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1. Introduction

Real time event reconstruction plays a fundamental role in High Energy Physics experiments.
Reducing the rate of data to be saved on tape from millions to hundreds of events per second is
critical. In order to increase the purity of the collected samples, rate reduction has to be coupled
with a first selection of the most interesting events. Onlineselections based on tracks are more
effective than those based on calorimetric objects, especially in the case of very crowded events: a
calorimetric trigger tower integrates the energy from all the particles in the event, without distinc-
tion between the hard scattering and the pile-up events, while online tracking allows to distinguish
the particles based on theirzcoordinate and transverse momentumpT .

An online tracking processor has to identify tracks in a fewµs at Level-1 (L1) and only tens
of µsat Level-2 (L2), dealing with data from thousands of readoutchannels: the combinatorial and
computational task is extremely demanding. A possible approach to this problem, common to all
the devices described in this paper, is thepattern matchingtechnique: a track in a detector is a set of
hits (pattern), one per each layer traversed by the charged particle; if all possible patterns generated
by particles in the detector can be stored in a memory, a trackcandidate is found when the set of
real hits matches one of the stored patterns. A pattern matching algorithm can be implemented on
a parallel architecture, thus it is particularly suitable to online tracking where very high speed is
needed.

2. The Fast Track Trigger at H1

The Fast Track Trigger (FTT) [1] was in operation at H1 detector at HERA collider from 2004
to 2007. It was built after an increase of a factor five in instantaneous luminosity and allowed to
preserve the capability to select very rare decays such asD∗

→Kππ. In the FTT a pattern matching
algorithm was implemented with Content Addressable Memories (CAMs) in high density Altera
FPGAs. It was used both at L1 and, with increased resolution,at L2 to identify tracks using a
subset of the data from the H1 central drift chamber. Besidesthe pattern matching technique,
a key element of FTT is the usage of the same flexible and multipurpose board (MultiFunctional
Processing Board [2]) in different stages of the pipeline: to merge data streams, link track segments
both at L1 and L2, fit tracks and take the trigger decision at L2. The usage of the same board made
the system much easier to develop and maintain. With FTT highperformance was achieved not
only for triggeringD∗ mesons but also for triggering electron and muons fromb quark decay [3].

3. The experience of the Silicon Vertex Tracker at CDF

The Silicon Vertex Tracker [4] at CDF, since 2002 allows to reconstruct tracks with offline-like
resolution (for example 35µm on the impact parameter) and in time for a L2 decision (∼ 20µs).
Three key features allow SVT to carry out the track reconstruction in such a short time: firstly SVT
has a highly parallel architecture, being divided into 12 engines, each working independently on
the data from one of the 12 sectors of the silicon detector. Secondly, SVT implements a pattern
matching algorithm by means of custom VLSI Associative Memory chips [5]. Finally, track fitting
at high resolution is performed only inside the matched patterns and is thus reduced to a simple
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scalar product, that can be processed very quickly in a FPGA.The SVT system, as FTT, is based
on the same multipurpose board, the PULSAR [6], widely used in the CDF trigger system as it can
interface with any CDF data format by means of simple mezzanine cards. The PULSAR is at the
basis of the most recent upgrade of SVT (2010): the track fitting system, composed by 16 boards,
has been substituted by a single board, the Gigafitter (GF) [7], which can perform more than 1
fit/ns at the working frequency of 120 MHz. It is based on a verypowerful FPGA, the Xilinx
Virtex 5, which is particularly suitable to perform scalar products, being provided with as many
as 640 DSPs. The GF allows to recover track reconstruction efficiency in regions of the silicon
detector not covered by the old track fitting system and to extend the SVT acceptance on track
transverse momentum and impact parameter.

4. Online tracking at SLHC

At LHC the online reconstruction of tracks is much more demanding than at Hera or Tevatron.
At instantaneous luminosities of the order of 1034cm−2s−1 tens of multiple interactions per event
are expected. This number will increase to hundreds at SLHC,where the instantaneous luminosity
will be one order of magnitude higher. Currently not ATLAS nor CMS can trigger on tracks at L1
and only lately at L2, but both experiments are studying online tracking processors at low trigger
level for the SLHC phase.

4.1 Triggering on tracks at L1: possible solutions at CMS.

The data volume is one of the main challenges to face when developing an online tracking pro-
cessor to be used in time for a L1 decision: as an example, at the SLHC instantaneous luminosity,
a data rate of∼ 10-20 Gb cm−2s−1 will be needed to read out a single silicon detector layer at a
distance of 10 cm. A fast online data reduction is thus essential. A possible solution is keeping for
the L1 decision only the tracks withpT > 1 GeV, and removing the low momentum ones which
would be anyhow rejected by the trigger but account for the vast majority of the tracks produced
in a high luminosity event. At CMS two possible methods [8] based on this idea are under study.
Stacked tracking[9] aims at correlating hits between two closely separated sensors using a simple
pattern matching algorithm. Hit pairs falling outside a search window are removed as they likely
belong to low momentum (great curvature) tracks. With multiple sensor pairs is then possible to
match the surviving hit pairs into raw tracks. A method basedoncluster width discrimination[10]
is also under study: in a four layer detector, lowpT tracks are rejected based on the greater width
(greater curvature) of the clusters of hits in each layer. A correlation between the surviving clusters
from three out of four layers can then be performed using CAM or FPGAs implementing a pattern
matching techniqueá la SVT.

4.2 Online tracks at L2: the FTK at ATLAS

The Fast TracK (FTK) [11] is a processor under development atATLAS to reconstruct offline-
like tracks in time for a L2 decision. It is based on the SVT architecture, adapted to the ATLAS
environment, where working conditions are much more demanding: FTK has to sustain a L1 fre-
quency of 100 KHz instead of the 30 KHz of SVT; the silicon detector at CDF is composed by five
layers of sensors, while FTK has to process the data from 11 layers; as a consequence the pattern
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bank size is much greater and more than 800M of patterns are necessary to reconstruct tracks with
a good efficiency, to be compared with the 6M needed by SVT. A new Associative Memory chip is
under development to meet the pattern needs of FTK and track fitting will be performed on a small
mezzanine card directly mounted on the back of the Associative Memory board. Simulations have
shown [12] that the availability of offline-like tracks at L2will allow to implement single muon
triggers with a flat signal efficiency as a function of the number of multiple interactions, thanks to
isolation cuts based on tracks rather than on energy deposits in the calorimeters; moreover, online
b andτ jet reconstruction will be possible with efficiencies comparable to the offline.

5. Conclusions

Online tracking at low trigger level is very important to collect high purity samples at high
instantaneous luminosity. H1 experiment at Hera and CDF at Tevatron have built fast and efficient
online tracking systems, implementing a pattern matching technique by means of standard CAMs
in FPGAs or custom Associative Memory chips. The flexibilityand modularity of the systems are
key elements of their success, as well as the usage, when possible, of single multipurpose boards.
H1 and CDF experience will be very useful for the future experiments: currently both CMS and
ATLAS are developing online tracking systems at low triggerlevel for the SLHC phase, where
the reconstruction of tracks will be fundamental to preserve the capability of selecting interesting
physics signals in the presence of hundreds of multiple interactions per event.
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