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Mass scaling relations are a powerful tool for estimating virial masses of the central supermassive black holes that power distant quasars and active galactic nuclei owing in part to the relative ease with which they can be applied to large catalogs of spectral data. There is a large suite of mass scaling relations available in the literature, based on the three main broad emission lines: H$\beta$, Mg II, and C IV. We summarize some of the issues to be aware of when choosing and using these relations, including those of special interest to Narrow Line Seyfert 1 galaxy studies. In particular, we advocate using high-quality spectral data and multiple emission lines for the most accurate mass estimates. In the literature certain scaling relations, including that based on C IV, are claimed to be unreliable. We show results indicating that all of the three broad lines (H$\beta$, Mg II, or C IV) exhibit issues suggesting that none of them are more accurate mass estimators than the others. Only by using as many broad lines as possible can we hope to even out the slight deviations introduced by the individual lines. Denney et al. (these proceedings) provide convincing evidence against the use of low-quality data for mass estimates. We present additional evidence, including extensive simulations, that low-quality data is most likely to bias our mass estimates which can be quite significant for narrow-lined sources like NLS1s. Finally, we present results based on Bayesian statistical analysis of the SDSS DR3 luminosity and mass function sample which shows that the peak of the estimated Eddington luminosity ratios (\(L_{\text{BOL}}/L_{\text{Edd}}\)) distribution will be overestimated and the distribution width underestimated unless the intrinsic uncertainties in the mass estimates and survey incompleteness are accounted for.
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1. Virial Mass Estimates

The most robust method for obtaining the mass of the central supermassive black hole powering active galactic nuclei is that of reverberation mapping (RM). It utilizes the variability properties of the central engine to determine the distance of the broad-emission line gas from the region emitting the ionizing continuum photons by means of the light travel time, $\tau$. By combining this distance ($R = c\tau$) with the velocity of this gas that varies, as measured from the line width in the variable (i.e., $rms$) spectrum, the virial central mass can be determined. In these proceedings, Brad Peterson (2011) provides a detailed review of this method and the associated assumptions and caveats to which the interested reader is referred. The distance of the broad-line gas, $R$, scales with the nuclear continuum luminosity [e.g., Kaspi et al. 2005; Bentz et al. 2006, 2009; see also the contribution by Misty Bentz (2011) for the most recent updates]. This $R - L$ relationship allows us to obtain an estimate of the virial mass of the central black hole with relative ease using an individual (i.e., single-epoch) spectrum of the active nucleus from which the velocity, $v$, of the H$\beta$ gas is approximated by the FWHM of H$\beta$ and its distance $R$ is approximated by the power-law continuum luminosity $L(5100\AA)$ (e.g., Kaspi et al. 2000; Vestergaard 2002): $M_{BH} = f \times v^2 \times R / G$ ($f$ is the fudge-factor containing the unknown characteristics of the geometry, structure, and the details of the velocity field and its inclination along our line-of-sight; see Peterson 2011). This is a particularly powerful method for obtaining black hole mass estimates of distant quasars (e.g., Vestergaard 2004; McLure & Dunlop 2004; Woo et al. 2004; Kollmeier et al. 2006; Vestergaard et al. 2008; Shen et al. 2008) by using Mg II (e.g., McLure & Jarvis 2002; Vestergaard & Osmer 2009) and CIV (Vestergaard 2002; Warner et al. 2003; Vestergaard & Peterson 2006) line widths to probe the broad-line region velocities when the Balmer lines are redshifted out of our observing window.

These single-epoch mass estimates (or 'mass scaling relations') for active galactic nuclei are, after all, approximations to the robust RM masses, yet it is intriguing just how well they perform, given their crude nature: accuracies are a factor of $\sim 4$ on an absolute scale and a factor of 2.5 – 3 relative to the RM masses (e.g., Vestergaard & Peterson 2006). One can contrast this to the complex modeling of stellar orbits based on high-spatial resolution imaging that is necessary to estimate the mass of the central black hole in quiescent galaxies (see e.g. review by Ferrarese & Ford 2005). The power of these relatively simple scaling relations thus becomes clear.

While an accuracy of a factor of a few is good, we would like to do better - and we can do better. We see scatter in the single-epoch estimates relative to the RM masses and scatter of AGN black hole masses around their $M_{BH} - \sigma_*$ relation. There is a good potential for reducing this scatter. As reported by Brad Peterson and Misty Bentz at this meeting (Peterson 2011; Bentz 2011) by careful modeling of the host galaxy light distribution and computing the contribution of this light distribution in each of the spectral apertures used during the monitoring campaigns, we now have an accurate account of the star-light contamination for all RM AGN with a robust black hole mass determination. As a result the scatter in the $R - L$ relation is reduced and the slope is consistent with 0.5 to within 1$\sigma$ as compared to the early relationship (Kaspi et al. 2005) where the host galaxy contamination was not taken into account. In addition, by using only the best monitoring data in which the delay in the emission line response to continuum variations are visibly obvious from the raw data, the scatter in the $R - L$ relation is reduced to as little as 0.11 dex! (Peterson 2010).

We are now aware of a few other issues that affect the mass estimates — in excess of the
unknown BLR inclination — which we should be able to address now or in the near future. These include: (1) effects of radiation pressure on the BLR gas, if relevant (see e.g., Marconi 2011), (2) luminosity color-correction between the optical and UV regions (Denney et al. 2011), (3) narrow-line contamination of specific importance for NLS1 galaxies (Denney et al. 2011), (4) uncertainties inflicted by source variability (Woo 2011), (5) effects of low S/N data resulting in systematic biases in the line measurements (Denney et al. 2011) and in increasing the uncertainties in the line width measurements in general, and (6) the current Mg II and C IV-based mass scaling relations are not appropriate for NLS1s. I will focus on the effects of low-S/N data and the mass scaling relations for NLS1s in the following.

2. The Power of Multiple Emission Lines for Mass Estimates

There are a couple of important issues to keep in mind when using scaling relations to determine black hole masses of AGNs and quasars. At present there is a large suite of scaling relations present in the literature (e.g., McLure & Jarvis 2002; Vestergaard 2002; McLure & Dunlop 2004; Warner et al. 2003; Wu et al. 2004; Vestergaard & Peterson 2006; McGill et al. 2008; Vestergaard & Osmer 2009; Wang et al. 2009). For the same broad emission line (width) there are different relations and some works advocate using the line luminosity as oppose to the continuum luminosity to estimate the size of the BLR region. Also, some of the relations are based on outdated versions of the $R - L$ relation and/or not the most updated analysis of the reverberation mapping data. Hence, it can be a confusing task to select the appropriate scaling relationship. My advice is summarized in the following.

Comparing mass estimates based on different lines?

If you want to compare mass estimates based on two different emission lines, do make sure that the scaling relations for these emission line widths are in fact on the same mass scale. If not, one will naturally bias one’s study as this will introduce an offset that has no basis in reality. Dietrich & Hamann (2004) compared mass estimates based on H$\beta$ (or C IV) and Mg II scaling relations from two different studies and found a difference of up to a factor of five! Therefore, the mass scaling relations should be selected with care.

Do you have more than one emission line?

If you have more than one of the three emission lines for which a mass scaling relation exists then you are highly recommended to use all applicable lines to constrain the black hole mass. Some authors restrict their analysis to a single emission line in which they appear to have greater faith. This is not recommended for a few reasons. For one, I will argue later that all emission lines have their own issues and no single emission line is perfect for mass estimates. Second, the RM masses were determined by making use of multiple emission lines to determine the mass. As shown in Figure 1, all the broad emission lines (with exception of Lyman-$\alpha$ and Mg II which were not monitored) exhibit a virial relationship in concert (more such virial relationships are presented by Peterson & Wandel 2000 and in Fig. 1 of Peterson 2011). Furthermore, the measurements slide up and down along the virial relationship as the source brightens and weakens, as one would expect if the BLR velocities are governed by
the black hole gravity. However, the scatter in this virial relationship illustrates that a single emission line will not give an accurate measurement of the black hole mass. It is only by using all the emission lines that we can hope to even out the uncertainties associated with each individual line. This is similar to attempting to establish a linear relationship with less than three data points: at best you can only get a crude estimate of the slope or the amplitude (in the case of a single data point). Having three or more data points increases the probability of establishing the intrinsic relationship.

To our knowledge there is, at present, only one set of scaling relationships for which all three lines (Hβ, and especially Mg II and C IV) are on the same mass scale, namely those presented by Vestergaard & Peterson (2006) and Vestergaard & Osmer (2009). In addition, these relations are calibrated to the most recent updated analysis of the reverberation mapping sample (Peterson et al. 2004).

It is worth noting that for the Hβ and Mg II relationships in these studies, the line widths entering these relations are those of the broad emission line component only (as this has been misinterpreted; e.g., Shen et al. 2011). That is, the narrow line component contributing to the line profile is modeled and subtracted before the line width is measured. This is needed since the narrow-line gas velocities reflect the gravity of the enclosed mass at the distance of the Narrow Line Emitting Region (NLR), and therefore reflect not just the mass of the black hole. This narrow line component model is based on the velocity dispersion of the
NLR as estimated from the widths of the [OIII] 5007 and [OII] 3727 emission lines. A NLR contribution to the CIV line is at most rather weak (or absent) (Wills et al., 1993). Therefore, there is no need for a correction for a narrow-line component in the CIV line.

Discard bad data!

It is now more clear than ever (see e.g., Denney et al. 2009, 2011) that data suffering from low S/N and/or strong absorption in the emission line will bias the mass estimates if used. It has been common to model profiles of low S/N with smooth functions to avoid noise-spikes to skew the measurements, but this does not in fact alleviate the problem as the low-S/N profile will systematically bias the estimates of the average velocity field (see Denney et al. 2009 for details). Also, it is not recommended that one attempts to ‘correct’ for absorption in the peak of the profile (or strong absorption in the wing) as any such correction will be no more than a random guess since there are rather limited constraints on the absorption in the data themselves. Such data should simply be discarded for the purpose of black hole mass estimates. Any line width measurements of such line profiles will always be highly unreliable.

3. The C IV Line in NLS1s

We have known for a while that the C IV profile of NLS1s tend to exhibit a blue asymmetric (triangular) shape, suggestive that these systems may have strong high-ionization outflows. In particular, Leighly (2000) found that the tendency of the C IV blue asymmetry increases for the high luminosity NLS1s. This asymmetry may be related to the high accretion rates thought to characterize the NLS1s. However, since in this case the C IV line profile appears to have a significant contribution from gas with non-Keplerian (or non-gravitationally induced) velocities, the C IV-based mass estimates are not likely representative of the intrinsic black hole mass (or, for that matter, Hβ-based masses). Therefore, the current C IV-based scaling relations should not be applied to NLS1s (see also Vestergaard 2004 for a discussion of this issue for NLS1s).

4. The C IV Line in Quasars - Are They Problematic?

Quasars are also expected to be highly accreting objects, although to a less extreme degree than NLS1s given their larger central masses. Thus, a natural concern is whether the C IV profile of luminous high-z quasars is representative of the virialized BLR that we expect from the RM results obtained in the local universe? While quasars do not have C IV profiles that resemble those of NLS1s (e.g., Vestergaard 2004) it is well-known that some quasars have C IV profiles that are blueshifted relative to the systemic redshift (e.g., Wilkes 1984). Richards et al. (2002) studied a few thousand quasars in the Sloan Digital Sky Survey (SDSS) with such blueshifts and found that the blueshift correlated with a decreasing equivalent width (the Baldwin effect) and a slight increase in line width. However, their analysis of composite spectra of quasars with a range of C IV blueshifts showed that the average broadening in the most blueshifted bin amounted to an increase of only 15% in the FWHM of the line which corresponds to an increase of about 30% in the mass values. At present, this is well within the uncertainties in the mass estimates. However, further
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Figure 2: Relationship between the FWHM of the Mg II and H\beta emission lines for objects in the SDSS DR3 quasar catalog with spectral data of S/N >5. The thin (green) line indicates a one-to-one relation. The solid blue line indicates the tilt of the high-density distribution of the data points. The dashed blue line shows the tilt of the relation for the broadest H\beta lines. This distribution of line widths shows that FWHM(Mg II) is not always a good proxy of the H\beta FWHM. In particular, for line widths lower than about 3000 km s\(^{-1}\) the Mg II line overestimates the width of H\beta. A consequence is that the mass scaling relation for Mg II is not strictly defined for NLS1s, and care must be exercised in use of Mg II scaling relations for NLS1s in general (the uncertainties in the mass estimates are clearly larger).

However, it is worth keeping in mind that for the objects for which we have been able to perform the relevant test (see e.g., Fig. 1 of Peterson 2011), we see the C IV line being virialized similarly to the other optical and UV broad emission lines that have been monitored (Si IV] + O IV] \(\lambda\) 1400, C IV \(\lambda\) 1549, He II \(\lambda\) 1640, C III] \(\lambda\) 1909, He II \(\lambda\) 4686, H\beta; Peterson & Wandel 1999, 2000; Figure 1). The fact that the size of the C IV emitting region of a redshift 2 quasar is found to lie right on the extension of the local C IV broad-line region-size to luminosity relation (Kaspi et al. 2007) also suggests that the broad-line regions of distant luminous quasars is structured and behave like nearby AGNs. This may also be manifested in the fact that quasar spectra appear very similar across broad redshift ranges (at least out to redshifts of 4.75 where the data can be directly compared) and for a range of luminosities (Dietrich et al. 2002).

5. No Broad Emission Line is Perfect

Contrary to what is commonly reported in the literature, the Mg II line widths do not exhibit a tight one-to-one relationship with the H\beta line width. In Figure 2 we compare Mg II and H\beta line widths of several thousand SDSS DR3 quasars measured only for spectral data with median S/N\(\geq\)5. There is clearly some scatter in the relationship which is slightly tilted relative to a one-to-one relation and has a long tail toward rather broad H\beta profiles. Some of these very broad H\beta profiles are double-peaked, suggesting that perhaps in these cases, the H\beta profile may either be a poor measure of the BLR velocity field, or the Mg II profile is (since it is clearly too narrow in
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Figure 3: The spectral region around Mg II λ 2800 is clustered with thousands of broad Fe II emission lines that blend with themselves and with Mg II. About half of the Mg II line flux is buried in the Fe II emission. (Figure is based on data from study by Francis, Hooper, & Impey 1993).

comparison with the Hβ profile). An added complication is the location of Mg II in the middle of the small blue bump of thousands of iron emission lines that blend with themselves and with Mg II (Vestergaard & Wilkes 2001): establishing accurately the location of the underlying continuum and the full profile shape of Mg II is prone to errors and systematics since half the Mg II profile is submerged in the Fe II emission (Fig. 3).

For redshifts between 1.5 and 2.2 both Mg II and C IV appear in the SDSS observing window. In Figure 4 the distribution of C IV and Mg II line widths are shown for the over 5000 quasar spectra with median S/N above 5 in this redshift range. There is significant scatter and deviations from a linear relationship between the two line widths. This is also seen by Shen et al. (2008); some

Figure 4: Relationship between FWHM(Mg II) and FWHM(C IV) for objects in the SDSS DR3 quasar catalog with spectral data with median S/N level ≥ 5. The thin (green) line indicates a one-to-one relation. The distribution of data points shows that the Mg II line is often narrower than the C IV emission line, a tendency also seen for Mg II when compared to Hβ (Figure 2). The cause is currently unknown, but does emphasize that all three emission lines of Hβ, Mg II, and C IV may have issues. That is one reason that the use of multiple emission lines are advocated to obtain a better measure of the intrinsic black hole mass.
of the scatter appears to be related to the blueshift sometimes observed for the C\textsc{iv} line profiles: the stronger the blueshift, the more deviant are the mass estimates based on Mg\textsc{ii} relative to those based on C\textsc{iv}. More work is needed to investigate the cause of this deviation as well as the potential for generating corrections to either the Mg\textsc{ii} or the C\textsc{iv} line width.

However, it is worth noting that although C\textsc{iv} is often blamed for these offsets (and thereby for being a less reliable mass estimator) the Mg\textsc{ii} line width has been reported to depend on the source Eddington ratio, $L_{\text{BOL}} / L_{\text{Edd}}$ (Onken & Kollmeier 2008). Furthermore, there appears to be a systematic narrowing of the Mg\textsc{ii} line with redshift for $z > 1.4$ — the very redshift above which the Mg\textsc{ii} and C\textsc{iv} lines appear in the same SDSS spectrum and thus can be compared directly.

Based on this observational evidence, it is not at all clear that C\textsc{iv} is the problematic emission line for mass estimates. There are clearly issues with each of the three lines, H\textbeta, Mg\textsc{ii} and C\textsc{iv}, that suggest that there are variations in the velocity fields and/or the conditions in the broad emission line region that prevent these line widths from exhibiting linear and tight correlations (see e.g., Baldwin et al. 1995). Perhaps this is not too surprising, considering that the broad-line region must necessarily be a dynamic and non-static region — whether it consists of orbiting ‘clouds’ or outflowing winds (e.g., Murray et al. 1995; Elvis 2000).

6. A Word of Caution: Mg\textsc{ii} Scaling Relation is Not Valid for NLS1s

The fact that the FWHM measurements of the high-S/N SDSS data show a systematic deviation from a one-to-one relationship between FWHM(Mg\textsc{ii}) and FWHM(H\textbeta) for FWHM less than $\sim 2500 - 3000$ km s$^{-1}$ means that this scaling relation is not valid for NLS1s (Vestergaard & Osmer 2009). The Mg\textsc{ii} line widths overestimate the H\textbeta line widths and hence the black hole mass in this case. The effect is clearly larger for more narrow H\textbeta lines. Further investigation is needed to clarify the cause of this deviation and find a way to correct for this offset, if possible.

7. The S/N Ratio of the Data Does Matter!

Denney et al. (2011) have already provided some convincing arguments that low S/N data can skew our line width measurements also in a systematic manner. Since the line width enters the mass scaling relations to the second power, systematic differences (or larger scatter) in the measurements will propagate to significant differences in the mass values. In the following I provide some slightly different evidence that also disfavor the use of low S/N data. Since large surveys typically produce many spectra of relatively low S/N (owing to the way such surveys must necessarily be optimized), this is not a trivial point. With a large body of data (including low S/N data) readily available, it is easy and very tempting to simply measure and analyze all the data regardless of its quality. However, the uncertainties associated with the low-S/N data are much larger than our mass scaling relations imply since the latter were obtained based on relatively high quality data.

Vestergaard et al. (2008) analyzed a subset of the DR3 quasar catalog in order to study the black hole mass functions at a range of redshifts. The analysis included a spectral decomposition of the quasar spectra into the contributions from a nuclear power-law continuum, a host galaxy contribution (for redshifts below 0.5 where the host contribution can be constrained), an Fe\textsc{ii} emission spectrum, a Balmer continuum, plus broad and narrow emission line profiles. The models were
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Figure 5: Measured line width differences shown as a function of spectral S/N ratio for the data common between the studies of Shen et al. (2011) and Vestergaard et al. (2008). The panels show (top to bottom) the differences for the three emission lines H$_\beta$, Mg II, and C IV. These diagrams show that two different ways of measuring the same data typically yields different FWHM measurements. The differences increase with decreasing median spectral S/N. The median (and 1 standard deviation) FWHM differences are listed for the entire sample and for the subset having S/N > 20. While these diagrams also show that differences must exist in the way the two studies measure the data, they are a stark reminder that measuring line widths in spectral data is not a trivial task (but involves uncertainties and perhaps systematics depending on the method; see also Denney et al. 2009) and low-S/N data is (at present) the worst enemy of accurate mass estimates.

The studies of Rafiee & Hall (2011a,b) also illustrate the important issue and potential implications...
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8. Simulations: Narrow Lines and Low S/N

Two of us (Jensen & Vestergaard) are in the process of simulating the effects of low S/N on relatively narrow emission lines, relevant for NLS1 galaxies, with different characteristics\(^1\) on our ability to measure the intrinsic line width (i.e., that emitted by the source) in data obtained with spectrographs of different spectral resolutions. The first results show, similar to Denney et al. (2009; also, Denney et al. 2011) a tendency (and larger probability) in low S/N data for significantly underestimating the line widths. This is enhanced if there is even weak intervening absorption superposed on the emission line (Figure 6b). As is seen in Fig. 6b, there is a large probability that we can underestimate the line width by \(\sim 1000\) km s\(^{-1}\). It is easier to detect and discern absorption lines in higher resolution spectra. These simulations show that a spectrum with S/N of 20-25 per pixel is needed to avoid a significant bias in the FWHM measurements. These are preliminary results of an extended ongoing investigation.

\(^{1}\)That is, the width, height, and shape of the emission line, plus the presence or absence of absorption lines, and the width and specific location(s) of absorption lines relative to the emission line peak.
Figure 7: Probability distribution of the Eddington luminosity ratio $L_{\text{BOL}}/L_{\text{Edd}}$ for quasars in the SDSS DR3 quasar luminosity (and mass) function sample. The black thin curves show 100 draws from the probability distribution function. The thick green curve shows the mean distribution. The 10% completeness limit at $z=1$ is shown by the vertical line. The kink at $L_{\text{BOL}}/L_{\text{Edd}} \sim 0.3$ is not real, but an artifact of the assumption that the distribution can be reproduced by a mixture of log-normal functions. The distribution peaks at $L_{\text{BOL}}/L_{\text{Edd}} \sim 0.05$, but the exact value should be interpreted with caution as it falls below the 10% completeness limit. Nonetheless, this estimated distribution does suggest that most supermassive black holes in broad-lined quasars are not radiating near their Eddington limit (Figure 11 of Kelly et al. 2010).

preliminary in that all the measurements are performed directly on the simulated data and not on model fits to the noise-laden data. We do expect — as emphasized by Denney et al. (2009) — that model fits to the low-S/N data will not allow an unbiased reconstruction of the emitted line profile.

9. Distribution of Eddington Luminosity Ratio

One of the interpretations of NLS1s is that they contain relatively smaller central black hole masses that radiate at or near the Eddington limit. There is even some discussion that they may radiate above the limit (e.g., Collin & Kawaguchi 2004). Broad-line quasars are also luminous sources and are often considered to be radiating at relatively high $L_{\text{BOL}}/L_{\text{Edd}} \lesssim 1$. This was emphasized by recent studies of the SDSS (McLure & Dunlop 2004) and the AGES (Kollmeier et al. 2006) surveys of broad lined quasars which argue that the distribution of Eddington luminosity ratios, $L_{\text{BOL}}/L_{\text{Edd}}$, is rather narrow and centered at a mean $L_{\text{BOL}}/L_{\text{Edd}}$ value of $\sim 0.25$. The reality of this was questioned by Shen et al. (2008) who argue that the narrow distribution is due to a Malmquist type bias caused by the limited luminosity range. We have performed Bayesian statistical analysis of the DR3 quasar luminosity and mass function sample (Richards et al. 2006, Vestergaard et al. 2008) where survey incompleteness, the intrinsic uncertainties in the mass estimates, and the spectral measurement uncertainties are self-consistently taken into account (Kelly et al. 2010). The resulting $L_{\text{BOL}}/L_{\text{Edd}}$ distribution is shown in Figure 7. The distribution is broader (0.4 dex) and peaks at a lower value ($\sim 0.05$) than reported earlier. Our results suggest that the previous works see a narrow $L_{\text{BOL}}/L_{\text{Edd}}$ distribution peaking at $\sim 0.25$ due to uncorrected incompleteness. These results are fully consistent with more recent and deeper studies (Gavignaud et al. 2008; Trump et al. 2009) and are also consistent with the analysis of Shen et al. (2008). The reader is referred to Kelly et al. (2010) for further details. The implications are that most supermassive black holes in
type 1 quasars are not radiating near their Eddington limit. This result was obtained for all broad-lined quasars and is perhaps not directly applicable to NLS1s. However, it does indicate that the available data may give us a misleading impression of these luminous sources if care is not exercised during our analysis and interpretation of the data. Collin & Huré (2001) have additional and specific suggestions on the physical differences between broad-line Seyferts and NLS1s. Notably, Marconi et al. (2011) advocate that radiation pressure is relatively more significant for NLS1s.

10. Summary

The main points of this contribution can be summarized as follows:

- There is a large number of mass scaling relations in the literature from which to estimate the central black hole mass. However, not all equations are inter-calibrated to be on the same mass scale, so caution must be exercised. This is particularly important if you need to compare mass estimates based on one emission line (like Mg II) with that of another (like C IV). Otherwise one should expect to see offsets in mass estimates as has also been reported and has sometimes been attributed to problems with the mass estimation method.

- If you have multiple broad emission lines in your spectrum, use them all for a final mass estimate: multiple data points are better than one. The exception is, of course, if the line profiles are strongly absorbed, incomplete (truncated by the spectrograph), or the S/N is low (see also Denney et al. 2011).

- Keep in mind that it does matter how you measure the line profile widths and what quality data you measure as you can otherwise systematically bias your measurements and thus your mass estimates (see also Denney et al. 2011 and Peterson 2011).

- Recall that the C IV emission line cannot be used for mass estimates in high-luminosity NLS1s as the profile may have significant contribution from gas with non-Keplerian motion.

- Beware that the current Mg II-based mass scaling relations are not particularly good for line widths below $\sim 2500$ km s$^{-1}$, at present (i.e., for NLS1s). There is not a one-to-one correspondence between the H$\beta$ and Mg II line widths in this case: Mg II widths tend to overestimate the H$\beta$ widths (and thus black hole masses).

- Bayesian analysis shows that the intrinsic distribution of quasar $L_{\text{BOL}}/L_{\text{Edd}}$ values is broader ($\sigma(L_{\text{BOL}}/L_{\text{Edd}}) \sim 0.4$ dex) and with a peak shifted toward lower values ($< L_{\text{BOL}}/L_{\text{Edd}} > \sim 0.05$) than previously reported ($< L_{\text{BOL}}/L_{\text{Edd}} > \sim 0.25$, $\sigma(L_{\text{BOL}}/L_{\text{Edd}}) \sim 0.3$ dex). This implies that broad-lined quasars generally accrete at lower Eddington luminosity ratios than commonly assumed. The question is whether this also applies to NLS1s.
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