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Modern phenomenology of high-energy hadronic interactions in gseanteis driven by the
precise calculations, which include higher order perturbative QC2cthions and require accurate
knowledge of the non-perturbative input coming from the parton distributimctions (PDFs).

In turn the latter are steadily improved due to the progress in the calculatiaine gferturba-
tive corrections, which are commonly used to tune the PDFs, and refineslireezents of those
processes. The ABKMOQ9 PDFs [1] were also recently updated to the Bdhes [2] taking
advantage of more accurate deep-inelastic-scattering (DIS) data abtainthe HERA experi-
ments [3, 4] and improved theoretical treatment of the heavy-quark eleiduction. This im-
provement is particularly important for the loa®IS data used in the analysis due to a significant
contribution of the heavy quarks in the inclusive
cross sections. In the ABKMO9 fit it is computed
within the 3-flavor factorization scheme with the § o HL
heavy quarks appearing in the final state. The oaf 4
ABML11 fit is also based on the 3-flavor scheme, '

however, theViS-mass definition is now used for o3t

the charm and bottom quarks, in contrast to the ozl

pole-mass definition employed in the ABKM09 j

fit.  This approach provides improved conver- oLy L ABMIINNLO
gence of the perturbative QCD calculations for N Ll - sroannLo

the heavy-quark electro-production [5] which is “c ot MSTWOBNNLO
crucial in view of the full NNLO corrections to o1 o
this process are still missing. The quality of the ° Pox

ABML11 fit for the newly appended HERA data Figure 1: The data o versusx obtained by
is quite good. The value gf? = 537 is obtained  the H1 collaboration [4] confronted with the 3-
for the combined H1&ZEUS sample [3] includ- flavor scheme NNLO predictions based on the
ing the neutral-current and the charged-currentdifferent PDFs (solid line: this analysis, dashes:
cross section data with the total number of dataJR09 [6], dots: MSTW [7]). The NLO predic-
points (NDP) equal to 486, while for the neutral- ions based on the 3-flavor NN21 PDFs [8] are
. . given for comparison (dashed dots). The value
current data collected by the H1 experiment in the 5 ) )

o o of Q- for the data points and the curves in the
high-inelasticity run [4] the value OXZ/NDP - plot rises withx in the range of 5+ 45 Ge\~.
137/130. The latter data are particularly sensitive
to the longitudinal structure functiof_ at smallx, which is in turn sensitive to the smallgluon
distribution. The 3-flavor scheme NNLO-predictions based on the ABMRD9, MSTWO08, and
NN21 PDFs are compared with the measurements of Ref. [4] in Fig. 1. While the ABM11 and
JRO09 analyses are based on the 3-flavor treatment of the DIS, the MSaMAONN21 PDFs are
obtained with different variants of the variable-flavor-number (VFNiesoe with the charm quarks
appearing in the initial state. Therefore in order to provide a consistempaason the MSTWO08
and NN21 predictions are computed employing the complementary 3-flavos@®Iprovided by
those groups. With such a unification the spread of the predictions in Figplags the difference
in the corresponding PDFs, basically the smxafjluon distributions. While the PDFs obtained
within the 3-flavor scheme provide a better description of the data, the asmotleling based on
the VFN scheme apparently leads to departures at low valu@s. of

In any case the smaX-gluons by different groups can evidently consolidate using these data.
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Figure 2: The charm- (left) and the bottom-quark (right) PDFs obtdimethe fit: The dotted (red) lines
denote thet1o band of relative uncertainties (in percent) and the sok)dine indicates the central
prediction resulting from the fit with the running massesetalat the PDG values. For comparison the
shaded (grey) area represents the results of ABKMO09 [1].

The DIS HERA data are sensitive to the value of the charm-quark masts MS-value is ob-
tained bymg(me) = 1.24 +0.03(exp) "o 05(scalg T5.99(theory) GeV [9] preferred by the inclusive
HERA data of Refs. [3, 4] combined with the semi-inclusive data on opemthpeoduction [11]
is in good agreement with the world average [10]. This provides an addlitaagument in fa-
vor of the 3-flavor description of DIS. Furthermore, in the ABM11 anialyse accuracy of the
smallx 4- and 5-flavor heavy-quark PDFs is improved as compared to the ABKdh@ due to
the constraints on charm- and bottom-quark masses because the woalgieawan be imposed, cf.
Fig. 2. In contrast, the values of. extracted from the HERA data within different variants of the
VEN scheme demonstrate a wide spread and, moreover, they are systiyriatiea than the ones
obtained from the e~ data [11].

The value of the strong coupling constagtMz) = 0.11348) obtained in the NNLO ABM11
fitis in agreement with the earlier one of ABKM09. Meanwhile the NMC and SUAS data sets
prefer smaller and bigger value af, respectively, cf. Fig. 3. Note that these two data sets are
sensitive to the contribution of the higher twist terms [2,12], while the HERABGDMS data do
not suffer from this contribution due to larger typical values of the momemtansferQ? involved.

To avoid the influence of higher twist terms we perform a variant of the ABKt with the SLAC
and NMC data dropped and the higher twist terms set to zero. The vatu¢M$) = 0.113311)
obtained in this way is in a good agreement with the nominal value of ABM11 #rabdstrates a
consistent treatment of the higher twist terms in the present analysis. Th® MBM11 value of
as(Mz) is essentially lower than the PDG world average [10]. On the other handBMHLA value

of as(Mz) is in agreement with the recent NNLO determinations obtained from the analysis
thrust distributions measured in thée~ collisions with account of the power corrections [13, 14]
and also the lattice calculation of the QCD static energy [15].

Benchmarks for the rates of key-processes at Tevatron and the lefi€giwen in [1, 2, 16].
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Figure 3: The x?-profile versus the value afs(Mz), for the separate data subsets, all obtained in variants of
the present analysis with the valueaffixed and all other parameters fitted (solid lines: NNLO fitslues:
NLO fit).

For the first LHC data on the Drell-Yan differential cross sections [T observe good agree-
ment with the predictions based on the ABM11 PDFs. These data were abtaingetecting
the leptonic decays diV- and Z-bosons with the charged lepton pseudo-rapidities in the range
of —25+25, —24+ 2.4, and 2-4.5 for the ATLAS, CMS, and LHCb experiments, respec-
tively. The data on th&-boson pseudo-rapidities and on the charged lepton pseudo-rapidities fo
the case otW-boson production are confronted to the NNLO predictions obtained withAB
PDFs in Figs. 4—7. The central values of the predictions are obtainegl a$ily exclusive code
DYNNLO 1.3 [21]. However, the uncertainties due to PDFs are computedamitther fully ex-
clusive code FEWZ 3.1 [22], which allows to estimate the variation of the @eston with the
PDFs without accumulating the Monte-Carlo integration errors in the crasmisaifferences.
The typical accuracy of the DYNNLO results displayed in Figs. 4-7 is b#iter 1% and it does
not exceed the data errors.

Agreement between the data and the predictions is quantified by the follgwifumctional

X2=Y o= ey - 1), (1)
1)

with the covariance matrix

28

k k

o] :c§Xp+kz(fi< PO (e - 119 )
=1

The first term in Eq. (2) corresponds to the covariance matrix describmerrors in the exper-
imental data, while the second term appears due to the PDF uncertaintieatt€heontribute
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Figure 4: The ATLAS data of Ref. [17] on the rapidity distribution ofetltharged leptonis™ (left panel),

I™ (central panel), an@-boson (right panel) in comparison with the NNLO prediciaomputed with the
ABM11 PDFs taking into account the uncertainties due to P(3Raded area). The dashed curves display
the ABM11 predictions obtained with the valueaf(Mz) = 0.118.

to the covariance matrix by virtue of the differences between predictiotasnell for the central
ABM11 PDF set,fj(o), and the ones for each of the 28 ABM11 PDF sets representing the RDF un

certainties,f j(k). The experimental covariance matrix for the ATLAS data of Ref. [17] impoted
by

31
CrP=8;07+ 1017 5 o, 3)
k=1

whereg; are the statistical errors in the data combined in quadrature with the untedrelaors,

s§< are the correlated systematic uncertainties representing 31 indepeandesgssincluding the
normalization, andj; is the Kronecker symbol. In view of the small background for Wkie
andZ-production signal all systematic errors are considered as multiplicathverefore, they are
weighted with the theoretical predictiorﬂ#()). The experimental covariance matrices for the CMS
and LHCD data of Refs. [18—20] are available in publications and thediezetly employed in
Eq. (2) after re-weighting by the theoretical predictions similarly to Eq. (&) thhe normalization
uncertainty taken into account in the same way as for the ATLAS data.

The values ofy? for different LHC data samples are summarized in Table 1. Due to an incon-
sistency in the covariance matrix for the LHZHboson data [23] quoted in Ref. [19] tEeboson
data are not employed in the calculation ot for this LHCb sample. In general the values of
X?/NDP in Table 1 are comparable with 1 within possible statistical fluctuations. The STLA
data [17] systematically undershoot the predictions, although the statisicedpancy of the dis-
agreement is not significant in view of still relatively large experimentakrtainties. Moreover,
it is worth noting that the recent high-luminosity LHCb data [20] on Zaboson production are
in much better agreement with the ABM11 predictions. In particular this is alsereed for the
rapidity range overlapping with the corresponding ATLAS data that may atelia potential in-
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Figure5: The same as Fig. 4 for the CMS data of Ref. [18] on the electsgmanetry rapidity distribution.
The curve corresponding to the ABM11 predictions obtainét e value ofas(Mz) = 0.118 coincides

with the nominal one.

consistency between the ATLAS and LHCb normalization. The ABM11 ptiedis demonstrate a
certain tension with the earlier LHCb data [19] on We -boson production at moderate rapidity,
however, the overall agreement is satisfactory. If, nonethelessjgtiepancies with the ATLAS
and LHCDb data being observed are confirmed with better statistical sigéictre ABM11 quark

distributions atx ~ 0.01 would have to be lowered in order to accommodate those data in a fit.

Meanwhile, the charged-lepton asymmetry which is less sensitive to tharexpeal uncertainties
is in a good agreement with the ABM11 predictions both for the ATLAS and Cista.

Table 1: The value ofy? obtained for different samples of the Drell-Yan LHC datahittie NNLO ABM11

Experiment | ATLAS[17] | CMS[18] | LHCb[19] | LHCb [20]
Final states Wt =1ty | W —etv | WH —putv | Z—ete
W™ —=l"v |[W —wev | W —uv
Z— 1T~
Luminosity (1/pb) 35 840 37 940
NDP 30 11 10 9
X2 345(7.7) | 118(47) | 13.04.5) | 11.5(4.2)

PDFs. The figures in parenthesis give one standard deviatigh equal toy/2NDP.
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Figure 6: The same as Fig. 4 for the LHCb data of Ref. [19] on the rapidigribution of u™ (left panel),
U~ (central panel), and-boson (right panel).

The LHC Drell-Yan data were confronted to the predictions based on tfexatit PDFs in-
cluding ABM11 ones in Ref. [24] earlier. In contrast with our analysisNiNLO predictions of
Ref. [24] are obtained using the NLO MCFM code [25] supplemented byNtKEO K-factors
which were computed separately with the DYNNLO code. Furthermore, thehbearking of
Ref. [24] is performed using the PDFs corresponding to the valwg(@®iz) = 0.118. This value
is disfavored by the ABM11 fit. Nonetheless, in order to allow a consistemiparison with the
benchmarking of Ref. [24], we also provide the ABM11 prediction cggomding to the value of
as(Mz) = 0.118. The predictions obtained in this way are compared with the data andrttieato
ABM11 predictions in Figs. 4,5,6,7. The charged-lepton asymmetry doegdep&nd on thexg
value, while the shift in th&V andZ absolute cross-sections obtained with this variatioaé of
the order of the uncertainties due to PDFs. The valyg?ef 14.3 obtained for the LHCDb data [19]
with the enhanced value of; is within the statistically allowed range. Meanwhile the valug &f
obtained in this case for the ATLAS data [17] is 40.0, i.e. slightly above thetétistical margin.
This is obviously related to the offset of the nominal ABM11 predictions w.ré. AMLAS data.
Therefore the final conclusion about the significance of this excesisecdrawn only after the nor-
malization discrepancy for ATLAS and LHCb is clarified. Anyway, both eal@are significantly
smaller than those quoted for the ABM11 benchmarking in Ref. [24]. Itiquéar this happens
due to the PDF uncertainties were not taken into account in the statisticasisrafliRef. [24]. The
central values for the ABM11 predictions obtained in that benchmarkirgddsnot agree with
ours in places, cf. Fig. 12 in Ref. [24] and Fig. 4 in the present pap€he recent LHCb data on
theZ — e"e™ production were not included into the benchmarking of Ref. [24], hewehey are
compared with the NNLO predictions based on the CT10 [26], MSTWOS[¥J,NN21 [27] PDFs
in Fig. 4 of Ref. [20]. These PDFs provide consistent results. Notesthall three undershoot the

1To facilitate further clarification of the discrepancy the tabulated NNLO ARNMtedictions for the available
ATLAS, CMS, and LHCDb Drell-Yan data are attached to the arXiv versidh@se Proceedings.
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Figure 7: The same as Fig. 4 for the LHCb data of Ref. [20] onZRleoson rapidity distribution.

LHCb Z-boson data at large rapidity. To quantify this disagreement we ckédtr these data
taking NNLO MSTWO08 predictions with account of the PDF uncertainties amtithe value of
27.9, more than twice bigger than ours, cf. Table 1.

In summary, we present the updated version of the NNLO PDF fit basdteacombination
of the DIS and Drell-Yan data. The update includes the most recent HERller data on the
inclusive neutral-current and charged-current cross sectioom fhe theory side we improved the
treatment of the heavy-quark contribution to DIS using advantages ofitiméng-mass definition.
The ABM11 PDFs obtained from the updated fit are in a good agreementheitecent LHC data
on theW- and Z-production within the experimental and PDF uncertainties. Our results o no
confirm the benchmarking of the ABM11 PDFs published elsewhere [24].also performed a
determination of thers value in a variant of the ABM11 fit insensitive to the higher twist terms and
find a value, which is in very good agreement with the nominal one and oligredetermination
of as.
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