NECTAR: New Electronics for the Cherenkov Telescope Array
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CTA is the next-generation Cherenkov Telescope Array\cite{1} currently under development by the international CTA consortium\cite{1}, based on experience from the three major telescope arrays of the current generation, H.E.S.S., MAGIC and VERITAS. A new kind of front-end hardware, both powerful and flexible, yet inexpensive, will be required to achieve a sensitivity and energy range which is hitherto unprecedented for TeV gamma rays. One possible solution to equip the up to 100 planned telescopes (with a total of around 100000 photodetector channels) while providing a high degree of flexibility for both triggering and telescope readout is offered by the NECTAR system (New Electronics for the Cherenkov Telescope Array), integrating as much of the front-end functionality as possible into a single ASIC (including pre-amplifiers, fast analog samplers, memory and ADCs). The current status of its development, together with results from measurements and simulations are presented.
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1. Introduction

1.1 The NECTAr project

TeV gamma-rays are indirectly detected in a gamma-ray telescope by the Cherenkov light which is emitted in the upper atmosphere (around 10 km) from secondary electromagnetic showers. This light flash is detected by an array of optical mirror telescopes, each equipped with around one thousand pixels. The faithful reconstruction of the primary particle’s properties necessitates very fast and low-noise readout electronics to properly resolve these faint light pulses, ranging between a few up to several 1000 photons per pixel within a few nanoseconds. Primary requirements are GS/s sampling, a high dynamic range and a short readout time (to counter the optical noise of around 100 MHz per pixel). The development of such camera modules for the future Cherenkov telescope array CTA is the aim of the NECTAr collaboration, which is being financed by the French national research agency ANR and consists of several French and Spanish groups. As parts of the H.E.S.S. or MAGIC collaborations, these groups can draw upon both hardware designs and experience from these two telescope systems.

1.2 Modular cameras for CTA

To achieve a high degree of flexibility as well as simplified production and maintenance, NECTAr-based CTA cameras are separated into semi-autonomous “clusters” of 7 pixels with a shared readout and triggering infrastructure, each containing 3.5” PMTs, a high-voltage board, a front-end board and a backplane. Inter-cluster communication is possible but limited to a transfer of the L0 and L1 trigger signal (see below). Triggering of the telescope is based on a combination of adjacent clusters, and allows for flexible readout options, where local triggering information is used to define when which parts of the camera will be read out. A typical medium-sized CTA camera will contain around 280 such clusters, totalling nearly 2000 pixels.

2. The NECTAr board and chip

At the heart of the NECTAr module lies a single NECTAr readout board, which contains all the amplifiers, analogue memory, ADCs, trigger and readout electronics, as well as communica-
tions hardware for the cluster (Fig. 3 top). The readout of the cluster is autonomously controlled by an on-board ALTERA FPGA, which also allows signal treatment and data pre-processing. The trigger system is two-tiered: An L0 trigger is formed from the signals of the cluster’s own photomultipliers, while the L1 trigger depends on combinations of coinciding L0 triggers from adjacent clusters. Several trigger options are currently under study for NECTAr, including analogue sum or majority triggers (investigated by IFAE, UCM and CIEMAT) or a digital trigger system (developed by DESY).

To further increase the degree of integration, a single ASIC, the NECTAr chip, will incorporate the functions of the pre-amplifiers, the analogue memory and the ADC functions (see Fig. 2 left). Accomodating two to four analogue channels per chip, up to eight chips will be installed on each NECTAr board. The effective dynamic range of each pixel can be increased by splitting the output of a single PMT into two channels, one of which with an additional pre-amplification by a factor of 4-16. Thus, the range from single p.e. resolution on the high-gain channel up to 5000 p.e. on the low-gain channel can be spanned by a single low-cost 12-bit ADC. Prototypes of this ASIC have been developed in the CMOS AMS 0.35 μm format. To reduce its power consumption while no data is being read, this NECTAr0 chip uses a power-pulsing scheme.

Figure 2: Left: Diagramme showing the functional elements of the NECTAr chip. Right: Cartoon sketch of the analogue ring buffer.

An evolution of the SAM chip employed in the H.E.S.S.-II camera, the analogue ring memory of NECTAr is a switched capacitor array of 1024 bins sampling at a rate of 0.4 to 3.2 GS/s (corresponding to a total latency from 500 ns at 2 GS/s to 2 μs at 0.5 GS/s). Whenever readout is triggered, writing is stopped and $N_F$ bins of the ring buffer are sampled by a 20 MHz ADC, starting at a programmable readout offset $N_D$ (Fig. 2 right). This takes between 2-3.2 μs (for $N_F = 16$ and 32, respectively).

3. NECTAr prototypes for CTA

The NECTAr group has constructed prototypes of the electronics and structure for a full NECTAr cluster, using a NECTAr board with eight NECTAr0 chips (Fig. 3 bottom). The L0 and L1 trigger boards are included as easily-replaceable mezzanines, allowing the test of different triggering schemes; in the final design, they will be included on the board. The system’s performance was evaluated with input from either a CTA candidate photomultiplier or a signal generator.
Figure 3: A NECTAr prototype board including ACTA amplifiers (1), NECTAr0 chips (2), ALTERA FPGA (3), DC/DC converters (4), L0 (5) and L1 (6) trigger mezzanine boards.

3.1 Performance of the prototypes

Figure 4, left, shows the photoelectron spectrum measured from a PMT with its gain set at $5 \times 10^4$ (to reduce ageing), using a PACTA pre-amplifier. Due to clear separation between the pedestal and the 1 p.e. peak, a precise calibration of the system gain is possible at run-time.

The charge resolution (Fig. 4, right) varies from about 20% on the single p.e. level (where it is noise limited) down to 1-2% at high charge. This is well below the expected uncertainty from the Poisson distribution of photons at the photocathode, as well as the CTA specifications. With the high-gain channel, high precision measurements are possible up to 200 p.e., while the low-gain channel saturates around 3000 p.e., resulting in a combined dynamic range of 11.3 bit. The 3dB
analogue bandwidth, measured as 410 MHz, is well above CTA requirements (300 MHz), while the charge non-linearity is below 2%.

The prototype results are summarised in table 1, together with the CTA specifications.

<table>
<thead>
<tr>
<th>measured</th>
<th>specification</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb of channels</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>input impedance</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>analogue bandwidth</td>
<td>410</td>
<td>≥300</td>
</tr>
<tr>
<td>memory depth</td>
<td>1024</td>
<td>-</td>
</tr>
<tr>
<td>sampling frequency</td>
<td>0.4 to 3.2</td>
<td>0.5 to 2</td>
</tr>
<tr>
<td>deadtime (16 bins)</td>
<td>2</td>
<td>≤5</td>
</tr>
<tr>
<td>ADC LSB</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>maximum signal</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>dynamic range</td>
<td>11.3</td>
<td>≥11</td>
</tr>
<tr>
<td>relative non-linearity</td>
<td>≤3</td>
<td>≤3</td>
</tr>
<tr>
<td>total noise</td>
<td>≤0.8</td>
<td>≤0.8</td>
</tr>
<tr>
<td>cross-talk</td>
<td>0.4</td>
<td>-</td>
</tr>
<tr>
<td>sampling jitter</td>
<td>≤40</td>
<td>≤50</td>
</tr>
<tr>
<td>power consumption</td>
<td>210</td>
<td>≤300</td>
</tr>
</tbody>
</table>

Table 1: NECTAr prototype performance compared to CTA specifications

4. Flexible readout: Colibri

One option that is being tested within the NECTAr framework is the possibility of flexible readout, based on local trigger information. This idea utilises the fact that shower images cover only a small, compact part of the camera, typically less than 10% for a medium-sized CTA telescope (Fig. 5, left). Thus, by defining readout regions around local L1 triggers (including adjacent clusters), the camera’s data rate and effective dead-time can be reduced by nearly an order of magnitude. In addition, it is possible to read different parts of the image at different times, allowing the readout to follow the slow development of high-energy showers, avoiding quality losses due to truncated images. Thanks to the high degree of autonomy of the NECTAr clusters, and the local trigger and readout management, such a system can easily be accommodated within the NECTAr.
framework. Figure 5, right, shows a sketch for an implementation of the flexible readout, using a two-threshold trigger with a global threshold $L_1$ and a (lower) local threshold $L_1'$. Triggering at $L_1$ opens a readout enable window (green arrow), during which $L_1'$ triggers will start local readout. To compensate for the $L_1$ latency, the $L_1'$ signals are locally delayed (loops). Additional $L_1$ triggers can prolong the enable window, $L_1'$ triggers lying outside the enable window are dropped and create no dead-time, thus $L_1'$ thresholds can be set well below $L_1$ for good image coverage.

This system has been implemented for NECTAr – also compatible with the DRAGON hardware – using the analogue $L_1$ trigger cards and the $L_1$ distribution network for generation and treatment of the two signals, as well as for localised readout control. A more detailed description of the concept and its implementation, including simulation results, can be found in [3].

5. Summary and outlook

The NECTAr collaboration is developing high-performance front-end electronics for the next-generation Cherenkov Telescope Array CTA, aiming for a high degree of hardware integration, including analogue memory, ADC and amplifiers for one or several pixels in a single ASIC. Prototypes of the chips and boards have been developed and evaluated in a full cluster setup. All specifications by CTA have been reached or surpassed, including a dynamic range up to 5000 p.e. per pixel and readout dead-times below 5 $\mu$s, allowing for trigger rates up to several kHz at GHz sampling and a digitisation bandwidth above 400 MHz.

The next step will be the design for a NECTAr-based CTA camera, the so-called NECTArCam, the construction of a final demonstrator mini-camera (19-37 modules) in 2013, as preparation for a first full camera. Should the NECTAr design be chosen for CTA, the integration of full NECTAr cameras in the array is foreseen to start in 2015.

Acknowledgments

We would like to thank the ANR (Agence Nationale de la Recherche) for its support for the NECTAr project.

References