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The ATLAS Resistive Plate Chambers (RPC’s) are planar laige gaseous detectors working
in saturated avalanche regime with resistive electroddswao orthogonal pick-up readout strip
panels located outside a 2 mm-thick active gas volume. IrATHEAS experiment three layers
of RPC detectors are used in the ATLAS Muon Spectrometeebfry| < 1.05) to generate a
hardware muon trigger signal.

We show that the RPC time resolution for proton-proton sdalhs at\/s = 7 TeV with data
recorded by the ATLAS detector in 2011 at LHC is about the etgukone taking into account
the intrinsic time resolution of a 2-mm thick RPC in avalaecmode, digitization error, electronic
noise, and time-walk.

The off-line time calibration procedure and reconstruttidgorithm needed to achieve the ulti-
mate timing resolution are explained in detail. Very simgdigorithms were used for off-line time
calibration allowing for a possible on-line implementatio future up-grade scenarios.

The achieved time resolution can be used to suppress bacigttts at high luminosity and

measure velocity to search for exotic slow particle from $tby beyond the Standard Model.

X1 workshop on Resistive Plate Chambers and Related Detectors - RCP2012,
February 5-10, 2012
INFN Laboratori Nazionali di Frascati Italy

*Speaker.

(© Copyright owned by the author(s) under the terms of the Gre&ommons Attribution-NonCommercial-ShareAlike Licen http://pos.sissa.it/



G. Chiodini

1. ATLASRPC trigger chambers

In the ATLAS experiment [1] there are 1116 RPC single unitsZ6 different topologies, a
total active surface of about 4000*nand about 330,000 electronic channels.
The muon candidates are identified by fast geometrical @ence pattern (trigger roads) in the
two measurement views)(¢). This allows to provide a Region of Interest) x Ap=0.1x0.1, the
highest among one of the six programmable thresholds, ancbidrse measurement of the bending
(n) and non-bending¢f) coordinates, useful to seed the next on-line trigger lewehddition to
the bunch crossing identification number. The on-detedigger-readout electronics, based on the
Coincidence Matrix ASIC (CMA) [2], operates with a clockdgency of 320 MHz, corresponding
to eight times the frequency of the bunch crossing clockyaiig a digital time resolution of about
812%s = 9.9 ns. The on-line time alignment is done with tracks baihtfigger hits and readout

V12
hits in order to maximize trigger efficiency inside a 25 ngder window.

2. RPC timein data and simulation

RPC has excellent time resolution due to the planar geomasrppposite to the traditional
wire chamber cylindrical geometry. In fact, in any positimside the gas volume, the constant
electric field can start a charge avalanche multiplicaticst after the elementary ionization process
takes place. The time fluctuations of the avalanche sigiaé gcoportionally with the gas volume
thickness and for ATLAS RPC this corresponds to a time reswiwf about 1.2 ns [3].

In order to achieve in off-line data analysis the best pdsdiine resolution it is important to
establish a time calibration procedure based on algorittmaustake correctly into account several
effects. There are fixed delays ( due to cables, optical linksfigurations ...), that need to be
measured once and thereafter absorbed in a calibrationactinand track dependent delays, such
as: the particle time of flight, the spread of the interacfioint, the signal delay along the readout
strips, which must be corrected knowing the kinematics &edyeometry of the track. The signal
delay along the readout strips is a relevant effect, andeév@éuated by the product of the signal
propagation speed, assumed to be 208 ns/mm, and the diftamcthe readout electronics, given
by the associated orthogonal coordinate.

In the simulation, the time of the RPC hits is emulated in saishiay to reproduce the expected
measurement in a perfectly timed system. The componentsitmating to the spread of the bare
time measurements are: the time of flight of the particle ftbminteraction point, evaluated by
GEANT4 in the particle propagation process, and the timéefignal propagation along the strip.
In the simulation a Gaussian smearing of 1.5 ns is applieddmduce time jitter effects measured
in RPC H8 test beam [2]. A nominal time of flight, as given by latreistic track hitting the center
of the strip, is then subtracted in order to mimic the on-linge alignment procedure which inside
a trigger tower maximizes the trigger efficiency compemgadtll relative delays.

A simple RPC standalone tracking is implemented off-linkgdd based on RPC space points,
which are defined by adjacent hits (clusters) on both orthabeiews but same gas volume. The
cluster time is defined as the minimum time of the adjacestlietonging to the cluster. The tracks
are straight lines defined by six space points with 1.5 awechgster size per view with 1 cm space
resolution. A cut on the global chi2 per degree of freedomgisiealent to select high transverse
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Figure1: Left: distribution of RPC cluster time with signal time piagation along strip subtracted (contin-

uous line), distribution of RPC cluster time differencevee¢n two near-by gas volume for the same view
(dotted line), distribution of RPC cluster time differengih signal time propagation along strip subtracted
between orthogonal view belonging to the same gas volunshéthline). The RPC hits are simulated with

non-interacting neutral tracks (Geantino’s). Right: wligttion of RPC cluster time after on-line calibration

(full circles), distribution of RPC cluster time with signdelay propagation along strip subtracted (trian-
gles), Distribution of RPC cluster time with signal delaypagation along strip subtracted after off-line
calibration (open circles).

momentum tracks. To have a clean sample of muons we requiteéhé hits contributing to the
RPC track match, within 0.1 for both and ¢, the extrapolation in the RPC plane of an off-line
high quality muon.

We verify the RPC time simulation and reconstruction aldponis simulating Geantino tracks
without interaction point spread. Geantino’s are nonraténg and neutral tracks, which leave
hits in active volume but don't create secondary interatiand don’t bend in magnetic fields.
In Figure 1 several key distributions of RPC cluster time tuene million simulated Geantino
tracks are shown. The root mean square values are reportiecbaiespond to the values expected
from a back-on-the-envelope calculation assuming a tirmeluéon of 1.75 ns (1.5 ns RPC time
resolution added in quadrature to the 0.9 ns digital timeltg®n) and no correlations in the time
fluctuations between different gas volumes and views ({275 2.47 ns relative time spread).

3. RPC off-linetime calibration

We assumed as off-line time calibration criteria that threzartime of a relativistic track leav-
ing the interaction point is in average equal to 100 ns, thigmithe center of the CMA readout
window. A simple calibration algorithm is employed strip birip. The calibration constant per
strip is defined as the time shift needed to move the most ptehalue of the signal delay sub-
tracted time distribution to the conventional 100 ns readdndow center. In order to make sure
to fulfill the calibration criteria only RPC hits matched tvinuon tracks are considered in the time
distribution. Once the calibration constants are extchéitem the data the off-line calibrated time
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must be defined consistently as the strip time, minus thebigiay, minus the calibration constant
and plus the nominal 100 ns (this time offset is not addedeérstmulation). Analogously, the real
time of flight is the calibrated time minus 100 ns and plus tbmimal time of flight given by the
spatial hit position with respect to the interaction pairtds worth to notice that the signal delay
must always be subtracted because is just a systematic hifhéhat adds to the real arrival time.
The 330,000 thousand calibration constants were measdidgatogether several runs of June
2011. The so obtained single strip off-line time resolutveas stable for all channels and for all
2011 (corresponding to an integrated luminosity of abo8tfd.1). Figure 1 on the right shows
the achieved time resolution by the off-line calibratiorheTtime distributions are obtained from
a muon stream run not used in the calibration constant didracThe data selection is based on
RPC clusters matched with at least one extrapolated muotioeuh track in both views. It turn
out that the time resolution obtained by on-line time aligminis of 4.7 ns, which corresponds
to a resolution of 4.2 ns after signal time delay subtractaond the time resolution obtained after
off-line calibration is of 2 ns to be compared with the idgakpected 1.75 ns. The electronic noise
and the time-walk introduced by analog and digital part ¢iogpare expected to make-up the rest
of the time resolution.

This is a very significant results because obtained for thelevATLAS, many months of data
taking, using a small calibration sample also excluded fthenplots. The RPC time resolution
achieved by simple off-line calibration algorithms is vergar to the single unit resolution and
proves that RPC detector can easily operate in standalode thanks to its tracking and timing
capability.

4. Background suppression and velocity measurements

The achieved offline time resolution is very effective inuethg correlated and un-correlated
background such as: loopers, beam-gas, parasitic beam-fseam collimator interactions , cos-
mic rays, and cavern background (mainly neutrons and gamrragigure 2 on the left the time
spread between views (2.5 ns) and gas volumes (2.6 ns) iegliot log scale together with the
arrival time. It is possible to notice a long non Gaussiahitahe arrival time also for hits matched
with prompt tracks which can be strongly reduced using RRt information’s.

The velocity of particles was measured doing a linear fit leetwthe incremental distance between
spatially averaged space points and the average of thespomding time-of-flight for each one
of the 6 layers. In Figure 2 on the right the distribution ofogity measurements is shown after
off-line calibration. The redundancy in the RPC triggerteys and its good tracking capability
allow particle velocity measurement with a precision of @tb4% with IP contrain and of about
17% without it.

5. Conclusions

The ATLAS RPC detector reached a time resolution of about bnthe whole experiment
and during all 2011 data taking where the number of intevastiper crossing went from about 5
to about 18 making in-time and out-time pile-up challenging
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Figure2: Left: distribution of RPC cluster time with 100 ns subtratfeircles), distribution of RPC cluster
time difference between two near-by gas volume for the saim& down triangle), distribution of RPC
cluster time difference between orthogonal view belondothe same gas volume with signal time prop-
agation along strip subtracted (up triangles). Right:riigtion of velocity measured with RPC pointing
track with interaction point constrain (circles) and withdt (squares).

The RPC time information, having a precision an order of nitage less than LHC bunch-crossing
period, is very effective in rejecting combinatorial and/ean background already for the stan-
dalone detector, but even more powerful if combined witheottietectors or full reconstruction
algorithms.
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