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The India-based Neutrino Observatory (INO) [1] collab@mnatis planning to set up a magne-
tised Iron-CALorimeter (ICAL) detector to study atmosphereutrino oscillations with precise
measurements of oscillations parameters. ICAL detectibiuge 50kton iron as target mass and
about 28,800 single gap Resistive Plate Chambers (RPCs) o2t in area and operated in the
avalanche mode as its active detector elements. About 3i6mrelectronic channels need to be
instrumented. ICAL's Data Acquisition (DAQ) system recerdon receiving a physics trigger
signal, pattern of RPC pickup strips hit by the charged plagiwhich are produced in the neu-
trino interactions as well as their precise time of crosshrgactive detector elements. Besides,
the DAQ system also performs a number of slow control and todng functions in the back-
ground. The proposed scheme and status of developmenttifoglies and DAQ systems for the
ICAL detector are presented.
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1. Overview

An ICAL RPC with a pickup strip pitch of 30mm, will have 128 dp@ signals to be readout
and processed - 64 positive and negative polarity signals feach plane. Architecture of the
ICAL's electronics and DAQ systems is based on designatiegRPC as the minimum standalone
unit. Front-end electronics, signal digitisation, datgusition as well as data transfer functions
- are all implemented on the RPC unit itself. While the frentd electronics is mounted on two
orthogonal edges, common processing electronics - callk@-BAQ module, is located at one
corner of the RPC unit. Digitised data is transmitted to b through a network interface built

on the RPC-DAQ module.

2. Front-end electronics

ICAL front-end electronics comprises of a preamplifier daled by a leading-edge discrimi-
nator stage. This is implemented by an indigenously deegl@channel ASIC, which is shown
in Figure 1. Each of the channels comprises of regulatecbdasttans-impedance amplifier, dif-
ferential amplifier, common threshold comparator and LVD&at driver. Amplifier’s output of a
selected channel is also available across 8 ®tput buffer through a builtin analog multiplexer.
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Figure 1: Block diagram of the front-end ASIC chip (left) which is fadated in a CLCC48 package with a
chip area of 13mrh(right).

NS —
=

Some of the important features of the front-end ASIC are shiovthe Table 1.

3. RPC-DAQ module

The RPC-DAQ module which is located on the RPC unit, handlethe signal processing,
data acquisition and data transmission functions of amesRiPC unit. It is designed to acquire the
the following information using the incoming RPC strip sidg

e Event data on each trigger received asynchronously frontrignger system: (a). Strip hit
data as a 128-bit pattern (1-bit per strip), (b). Relativeetiof strip hits with respect to the
global trigger signal, (c). Time over threshold informati@btained from the timing data of
both the edges of strip hit pulses and (d). RPC strip’s puleéle.
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Process AMSc35b4c3 (0.3gm CMOS)
Input dynamic range | 18fC - 13.6pC

Input impedance 45Q @350MHz

Amplifier gain 8uVIuA

3-dB Bandwidth 274MHz

Rise time 1.2ns

Comparator sensitivity 2mV

LVDS drive 4mA

Power per channel 20mW (approx)

Table 1: Important features of the front-end ASIC

e Monitor data collected over programmable periodicity. @ackground rates of the individ-
ual RPC strips. Groups of strips are multiplexed and théésraounted sequentially in order
to minimise the number of counters needed, (b). Ambientrpatars such as temperature,
barometric pressure and relative humidity and (c). RPCm#iage and current.

Main functional components of the RPC-DAQ module (Figurar® enumerated below:

1. Pulse shapers: One per readout channel for strip hit Echanother for generating pre-
trigger logic.

2. 128-bit strip hit latch
3. 16 rate scalers, one per each block of 8 RPC strip signals.
4. Pre-trigger logic to generate trigger primitives fromR¥®C unit.

5. Micro Controller Unit (MCU) for overall control, data agigition and communication with
back-end

6. Data network interface.
7. 16-channel Time-to-Digital Converter (TDC).
8. 16-channel waveform sampler.

9. Ambient parameter monitor (TPH).

First six components listed above will be implemented iesath FPGA. Since deployment
of an FPGA is inevitable, considering the flexibility it offe it is decided to implement as many
components as possible inside the FPGA. This will resulettuced board space and eliminates
the inter-component connections, besides reducing thepoensumption of the module.

The RPC-DAQ module receives the following inputs or signédg. Unshaped discriminated
RPC signals from 128 strips in LVDS form, (b). 16 analog RRfDals, each signal is a summed or
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Figure 2: Functional block diagram of the RPC-DAQ module

multiplexed output of 8 amplified RPC strip signals, (c). kdbtrigger signal from an autonomous
ICAL trigger system, (d). Global clock for synchronisingettime stamping on each RPC-DAQ
module, (e). TDC calibration signals from the back-end dndrCPIP connection to back-end for
command and data transfer.

3.1 Timing device

The passage of a charged patrticle through an RPC producgsad, sihose timing with refer-
ence to a global trigger provides information about thedfiogality (upward or downward) of the
tracked particle. In order to record the timing of the RPQalga TDC with least count of about
200ps is necessary. Other requirements of the ICAL timingcdeare summarised in the Table 2.

Number of channels 8orl6

Least count 200ps

Dynamic range 2us (essential), 32s (desirable)

Number of bits 14 (essential), 18 (desirable)

Type Common stop

Hits Single hit (essential), multi hit (desirable)
Double hit resolution 5-10ns

Readout buffer size 128 words (maximum)

Signal and control input$ LVDS and LVTTL respectively

DNL/INL 100ps (typical)

Table 2: Requirements of the ICAL timing device

A number of FPGA-based and ASIC timing chips [2], which arpaide of meeting these
requirements, are already available. While efforts areetmdy within the collaboration to design
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our own device, we plan to use one of the available chips ®t@AL prototype detector.

3.2 Pulse shape monitoring

A provision is being made to digitise a group of multiplexedsammed RPC strip pulse
profiles using a waveform sampler. This data is useful fotesyatic study and monitoring of RPC
pulse profiles. It may also be used to correct offline, for thetwalk in the timing data. It may
be noted that time-walk is an unavoidable feature of theihfgpddge discriminators, like the one
used in ICAL. If the analog signals from 8 strips are multigle, then it is possible to record the
waveform sampler data during the monitoring cycle. If ondtieer hand the analog signals from 8
strips are summed, then it is possible to sample the signaisgithe event recording cycle. DRS4
[3] chip is currently being evaluated for its possible dgptent for this purpose.

3.3 Network interface

Assuming that waveform sampler is configured to acquireiddtee event recording cycle, the
event data record size is about 256kbits. Therefore, fovantdrigger rate of 1Hz, 2560kbits of
data needs to be handled every 10 secs. During this time tkgitmaund monitor cycle, operating
over 10 secs cycle time will accumulate about 1kbits of datth these data need to be transmitted
to the backend using an appropriate data interface builbammbRPC-DAQ module. Implementing
a network interface requires the following components€tay. (a). The protocols, viz., TCP
(Transport Control Protocol), IP (Internet Protocol), ARRIdress Resolution Protocol), UDP
(User Datagram Protocol), (b). Media Access Control (MAE), Media Independent Interface
(MII), (d). The physical layer (PHY), the actual medium am®l. (A user application that runs on
top of these protocols which carrys out the data transfer.

Two approaches are currently being considered for impléimgra TCP/IP based network
interface for the RPC-DAQ module. In the first approach, MA@ 8l can be implemented in an
FPGA, while an additional ASIC is required to implement thygical layer. As for the TCP/IP
protocols, these are not available as synthesizable I doredFPGA, and therefore have to be
implemented in the software running under an operatingesystRunning a TCP/IP stack in the
software is an extremely CPU cycle consuming task. Alsoesartoperating system needs to be
installed, it further increases the resource requiremedtthe system complexity. In the second
approach, a hardware TCP/IP single chip (W5300 from WizAptdolution is used. This chip
incorporates full hardware logic of the TCP, IP, UDP protecas well as 10/100 Ethernet MAC
and PHY layers. This approach frees the micro controlletrfuom the network interface functions.

4. Network configuration

As discussed in the previous section, since network interfacorporates an embedded CPU,
TCP/IP stack and Ethernet interface, the RPC will becometaank device. The entire ICAL
detector will thus become a large Ethernet LAN, suitablynsexgted, with RPCs as LAN hosts
together with the DAQ computers (Figure 3).

On receiving the master trigger, the onboard CPU of every REfDires, processes and stores
the data in its onboard memory. A bank of networked RPCs wilagsigned as clients of a DAQ
computer that acts as a server. This scheme exploits théhftdhe estimated data rates of ICAL
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Figure 3: Schematic diagram of the proposed ICAL network configuratio

will be significantly smaller than the bandwidth provideddgabit Ethernet components. We see
that for our purpose UDP based communication holds advaraagr TCP.

The advantages of this networked RPC scheme over the VME&chee many. The entire
DAQ hardware will be much more compact and elegant. We areuinento worries about VME
falling out of favor of manufacturers in future. Apart fromet embedded CPUs on RPCs, the
DAQ will entirely comprise of Ethernet switches and compsit@ll of which keep getting cheaper
and better with time. In the VME scheme, communication betwBPCs and backend VME is
a major area of design and development. This is circumveinteéde network scheme because
of the numerous options of standard network protocols agh leével computer language support
readily available in public domain. Besides, this networtkesme also offers an elegant way for
monitoring of RPC health and slow control of onboard paramset The onboard CPU can be
assigned the background task of monitoring its own signadspeeriodically sending the results to
servers. Standard protocols like SNMP can be used by seforestow control of parameters on
RPC.

5. Summary

Pilot production of the front-end ASIC chips were testedhvilie RPC detector. Based on
these performance studies, first revision of the chip isadiygaken up. Most of the functional
blocks inside the FPGA were implemented using Cyclone llifaffPGA from Altera. NIOS
Il soft processor from Alterla is also integrated in the tHeGA. W5300 from WIiZnet is also
successfully interfaced to the NIOS Il processor and corgigiuWork is progress for establishing
data communication using TCP/IP between the processor hodta
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